Synthesising the origins of language and
meaning using co-evolution, self-organisation
and level formation.

Luc Steels

Artificial Intelligence Laboratory

Vrije Universiteit Brussel
Pleinlaan 2, B-1050 Brussels, Belgium

E-mail: steels@arti.vub.ac.be

Draft for:
Hurford, J. (ed.) (1997) Evolution of Human Language.
Edinburgh Univ. Press. Edinburgh.

July 26, 1996

Abstract
The paper reports on experiments in which robotic agents and
software agents are set up to originate language and meaning. The
experiments test the hypothesis that mechanisms for generating com-
plexity commonly found in biosystems, in particular self-organisation,
co-evolution, and level formation, also may explain the spontaneous
formation, adaptation, and growth in complexity of language.
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1 Introduction

A good way to test a model of a particular phenomenon is to build simu-
lations or artificial systems that exhibit the same or similar phenomena as
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one tries to model. This methodology can also be applied to the problem of
the origins of language and meaning. Concretely, experiments with robotic
agents and software agents could be set up to test whether certain hypothe-
sised mechanisms indeed lead to the formation of language and the creation
of new meaning. This paper reports on recent work following this approach.

By a language, I will mean an adaptive system of representation used
by distributed agents for communication (and possibly other things). As a
communication system, language allows the transmission of meanings from
one agent to another using some physical medium such as sound. The agents
are distributed in the sense that there is no central controlling agency that
defines and imposes a language. Each agent can only gain knowledge of
others by interaction. A language is adaptive when it expands or changes in
order to cope with new meanings that have to be expressed. Moreover new
agents should be allowed to enter the group and agents may leave.

Meaning is here equated with a distinction relevant to the agent. Some
meanings, like colors, are perceptually grounded. Others, such as hierarchical
relations are socially grounded. Still others, like intentions or descriptions of
current actions, are behaviorally grounded. Meanings may arise in any kind
of domain and task setting, and need not necessarily be expressable in the
language. The set of meanings that humans have access to is ever expanding
as new environments are entered and new interactions take place. This should
be the case for artificial agents which operate in open dynamically changing
environments as well.

My main hypothesis is that language is an emergent phenomenon. Lan-
guage is emergent in two ways. First of all, it is a mass phenomenon actu-
alised by the different agents interacting with each other. No single individual
has a complete view of the language nor does anyone control the language.
In this sense, language is like a cloud of birds which attains and keeps its
coherence based on individual rules enacted by each bird. Second, language
is emergent in the sense that it spontaneously forms itself once the appropri-
ate physiological, psychological and social conditions are satisfied. The main
puzzle to be solved is how.

The origins of complexity are currently being studied in many different
areas of science, ranging from chemistry [15] to biology [21]. The general
study of complex systems, which started in earnest in the sixties with the
study of dissipative systems [27], synergetics [12], and chaos [25], is trying to
identify general mechanisms that give rise to complexity. These mechanisms



include evolution, co-evolution, self-organisation and level formation. The
rest of the paper describes how these same mechanisms might explain the
origins and evolution of language.

This paper does not focus on the origin of cooperation or the origin of
communication in itself, although these are obviously prerequisites for lan-
guage. These topics are being investigated by other researchers, using a
similar biological point of view. For example, Dawkins [7] has argued that
two organisms will cooperate if they share enough of the same genes because
what counts is the further propagation of these genes not the survival of the
individual organism. Axelrod [2], Lindgren [18], and others have shown that
cooperation will arise even if every agent is entirely selfish. McLennan [22]
and Werner and Dyer [34] have experimentally shown that communication
arises as a side effect of cooperation if it is beneficial for cooperation. The
emergent communication systems discussed in these papers do not consti-
tute a language in the normal definition of the word, however. The number
of agents is small and fixed. The repertoire of symbols is small and fixed.
None of the other properties of a natural language such as multiple levels,
synonymy, ambiguity, syntax, etc. are observed. The main target of the
research surveyed in this paper is to study the origins of communication
systems that do have all these properties.

Before starting, an important disclaimer must be made. This work does
not make any empirical claim that the proposed mechanisms are an explana-
tion how language actually originated in humans. Such investigations must
be (and are) carried out by neurobiologists, anthropologists [1], and linguists
studying historical evolutions [23], child language [13], or creolisation [4].
Here, T only propose and examine a theoretical possibility. If this possi-
bility can be shown to lead to the formation of language and meaning in
autonomous distributed artificial agents, then it is at least coherent and plau-
sible. Thus, if meaning creation mechanisms enable agents to autonomously
construct and ground meaning in perception, action, and interaction, then
it is no longer self-evident that meaning has to be universal and innate [10].
And if the proposed language formation mechanisms enable artificial agents
to create their own language, then it is no longer self-evident that ‘linguis-
tic knowledge’ must for the most part be universal and innate [6] or that
language can only be explained by genetic mutation and selection [26].

Another important point is that the methodology being used (i.e. com-
puter simulations and experiments with robotic systems) is in itself neutral
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with respect to the proposed theory. Nativist theories could be explored in
the same way. For example, Gillis, Durieux and Daelemans [11] report on
research to test through computational experiments the feasability of the
Chomskian principles and parameter hypothesis and Batali [3] has been in-
vestigating whether such a universal grammar, encoded as recurrent neural
networks with prior weights, might result from an evolutionary process.

The rest of the paper discusses in turn the main hypothesised mecha-
nisms: evolution (section 2), co-evolution (section 3), self-organisation (sec-
tion 4) and level formation (section 5). Each section briefly discusses concrete
experiments.

2 Evolutionary language games.

Since Darwin, evolution by natural selection has played a key role in at-
tempts to explain the origin and diversity of species. Evolution takes place
when there is a source for generating variety and a selective force that re-
tains those variations that are most adapted. Evolution is not restricted to
genetic evolution however. The only requirements are a mechanism of infor-
mation preservation (i.e. a representation) over which transformations can
take place to create variation, and a feedback loop between the occurrence of
a specific representation and selective ’success’. In the case of genetic evolu-
tion, the information is preserved in the genes. Transformations take place
by operations like mutation and crossover. The feedback loop is established
through the reproductive success of the organism expressed by a particular
set of genes. This success will depend as much on the environment in which
the organism finds itself as on the genes.

I propose that evolution is a major force in the origin of language as
well. However I do not mean evolution in the genetic sense. Rather, I see an
analogy between species and language and between genes and language rules:
A language is the consequence of the distributed behavior of a large group of
agents. The behavior of each agent is based on a set of linguistic rules. How
these rules are encoded is not essential at this point. Variation in a language
results when individuals construct new rules or change their existing rules,
just like variation in a species results when there are mutations in individual
genes.

Genetic selection is based on reproductive success. Linguistic selection



can be based on criteria which depend on the linguistic and communicative
effect of a rule. For example, the selectionist criteria for a new phoneme
or phoneme combination are: Ease of producability and reproducability for
the speaker, which includes that the articulators must be able to reach the
desired goal states possibly with minimum energy requirements, and ease
in understandability for the hearer, which includes that there is enough in-
formation in the signal to reliably detect the sound and distinguish it from
others in the repertoire [17]. Structures and rules at other linguistic levels
have analogous criteria. The whole system bootstraps itself when variation
is not only created by mutation of existing rules but by the creation of new
rules from scratch. For example, a new gestural phonetic score could be
created by assembling a random sequence of articulatory goals, a new word
could be created by a random combination of phoneme segments, etc.

Evolution is often studied in terms of games [19]. A game is an interaction
between two agents or between an agent and an environment. A game has
a certain outcome and changes may occur as a side effect of the outcome.
For language games, the changes are in terms of the linguistic rules that the
participating agent(s) employ. For example, if a certain association between
a word and a meaning is not effective, then the agent should potentially
review whether this association is to be part of his lexicon. If a certain
phoneme cannot be recognised reliably by the hearer, the producing agent
should reconsider whether it is to be part of his phonology.

Many different games can be defined: There are games between the agent
and the world that result in the creation of meaning, language games between
agents that will lead to the buildup of a lexicon, imitation games that lead
to a joined repertoire of sounds (phonology), games that exercise and extend
syntax, games that explore and evolve possible interactions (speech acts).
The following subsections give concrete examples for some of these games.
Because this is a survey paper, the discussion of each example will be brief
but more detail is found in cited papers.

The term language game will be used for a complete interaction in which
all linguistic levels are implied as well as a context and social relations be-
tween speaker and hearer. This use of the term is compatible with Wittgen-
stein’s concept of a language game [35], although he did not consider language
games to have an evolutionary dimension.



Figure 1: Physical robots used in the experiments. The robot has on-board
computational resources, a battery, left and right motors, and about 30 sen-
sors, including vision. The robot “lives” in a robotic ecosystem together
with other robots. There is a charging station as well as competition for the
available energy.

2.1 Meaning creation through discrimination games

In our Brussels laboratory we have built a variety of robots (fig 1) that
execute dynamical behaviors in a robotic ecosystem. These robots, which are
the ultimate hardware platform for our language experiments, have a wealth
of data channels (fig 2) resulting from internal or external sensors, internal
motivational states, actuator states, etc. Perceptually grounded meaning
creation operates over these data channels.

One way in which meaning creation can take place is through discrimi-
nation games: The agent attempts to distinguish two objects or situations
using a repertoire of feature detectors which transform the continuous values
of the real world as experienced via these data channels into discrete fea-
tures. For example, a value from a continuously varying scale for left visible
light is divided into regions, which could be lexicalised in English as strong,
medium, and weak. When a particular value falls within one of these re-
gions a discrete feature is output by the feature detector. When the game



Figure 2: The graph shows the dynamical sensory states of a robot. RM and
RL are right and left modulated light (detecting competition for energy) and
R and L are right and left visible light (detecting the charging station). The
data is for a 25 sec. time interval. The robot is engaged in phototaxis first
to modulated light and then to infrared light. Data channels such as these
are the starting point of discrimination games that attempt to distinguish
one situation from another.



fails, i.e. an object cannot be distinguished from a set of other objects, the
agent creates new feature detectors by refining existing ones or by creating
new feature detectors for unexplored sensory channels. As shown in another
paper [30] this leads indeed to the buildup of a repertoire of features ade-
quate for distinguishing objects. Moreover the repertoire is adaptive. When
new objects are to be considered or new data channels become available, the
feature repertoire will expand if necessary.

A typical example of a discrimination game (from [30]) is the following:
An agent (a-5) tries to distinguish an object called the topic (0-6) from other
objects making up the context (0-2 and o0-5). The game is successful because
the feature obtained for one object sc-5-2 with value v-0 does either not apply
or results in a different value for the other objects:

Discrimination by a-5: 0-6 <-> {0-2 0-5 }
Existing features:

0-6 = ((sc-5-2 v-0))
o-2 = NIL
0-5 = ((sc-5-2 v-1))

Distinctive: ((sc-5-2 v-0))
Success

The following game is not successful because the topic 0-7 has the same value
for attribute sc-1-2 as 0-2. The agent therefore creates a new feature detector
sc-3-2. Whether this feature detector will do the job will only become clear
in later discrimination games.

Discrimination by a-5: o0-7 <-> {o-1 0-2 }
Existing features:

0-7 = ((sc-1-2 v-1))
o-1 = NIL
0-2 = ((sc-1-2 v-1))

Distinctive: NIL

Failure

No distinctive features but
new ones possible on channels: (sc-2 sc-3 sc-8)
New attribute created: sc-3-2

Figure 3. shows an experiment where an agent builds up a repertoire of
feature detectors, starting from scratch. The graph shows the increasing
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Figure 3: The graph shows the evolution of the discriminatory capacities
of a single agent. The total number of objects (10) is fixed. There are
5 data channels. The average success in discrimination games as well as
the total success is shown on the y-axis. The number of discriminations is
mapped on the x-axis (scale 1/10). All objects can be discriminated after
150 discrimination games.

discrimination success as experienced by the agent in discrimination games.
It also shows the total success with the features so far, i.e. all objects are
compared to all other objects and it is calculated which percentage can be
distinguished. Average success during a certain time period is higher than
total success because not all objects are encountered within each period.
Many other kinds of meaning creation games can be imagined. For exam-
ple, an agent can attempt to classify an object against a list of classes and
extend the feature repertoire or change the definitions of classes in order to
be successful. An agent can attempt to predict aspects of a situation by
formulating some features and deducing other features from them. Success
in a game equals predictive success and failure leads to the construction of
more refined features or the revision of prediction rules.



2.2 Lexicons through language games

We now turn to the lexicon. As discussed in other papers [29],[30], evolution-
ary language games can be defined that lead to the formation of a lexicon.
In each game, there is a speaker and a hearer and a set of objects making
up a context. The speaker identifies one object (the topic), for example by
pointing. Both then find a feature set discriminating the topic with respect
to the other objects in the context by playing discrimination games. The
speaker attempts to code this feature set into language by using words in
a lexicon that relate words to meanings. The hearer decodes the resulting
expression using his lexicon and the game succeeds if the distinctive feature
set decoded by the hearer matches with the expected distinctive feature set.
When the game fails, the speaker or the hearer change their lexicon. For
example, if the speaker does not have a word yet for the distinctive feature
set that he wants to express, he may create a new word and add a new asso-
ciation to his lexicon; if the feature set decoded by the hearer is more general
than the one expected, then the hearer can refine his associations between
words and meanings, etc. There is additional complexity because one word
may have multiple meanings and one meaning may be expressed by multiple
(competing) words.

A typical experiment shows a rapid creation of a lexicon which is adequate
to reflect the meanings that are necessary for discrimination among a certain
set of objects (see figure 4). There is again adaptivity. When new meanings
need to be expressed or new agents enter the group, the lexicon expands with
new lexicalisations or contracts when ambiguity gets resolved.

Here are two examples of language games. The agents talk about them-
selves. The speaker (a-1) is describing himself to the hearer (a-3). The
context includes a-2, a-3 and a-6. There are two possible distinctive fea-
ture sets that distinguish a-1 from the context. One is chosen, namely
((size tall) (color white)). Tt is translated to the sentence “(k a) (v 0)”
and subsequently decoded correctly by the hearer. The language game suc-
ceeds because the resulting feature set was expected by the hearer.

Dialog 2301 between a-1 and a-3 about a-1.
Context: {a-2 a-3 a-6 }
Distinctive:
(((size tall) (color white))
((weight light) (color white)))
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a-1: ((size tall) (color white))

-> ((k a) (v 0)) —>
a-3: (((size tall)) ((color white)))
Success

Here is another language game where the hearer does not know the word
and extends his lexicon. Because there is uncertainty (both (size tall) and
(weight light) are possible discriminating features), an ambiguity enters into
the hearer’s lexicon:

Dialog 423 between a-3 and a-1 about a-2.
Context: {a-3 a-2 a-5%}
Distinctive:
(((size tall)) ((weight light)))
a-3: ((size tall)) -> ((z u)) <- a-1: nil
Failure
new word: a-1: ((size tall)) -> (z u)
new word: a-1: ((weight light)) -> (z w)

When later the word “(z u)” is used to identify the same object within
the same context, the communication succeeds and so no disambiguation is
possible. Disambiguation only takes place when a-1 uses “(z u)” in a situation
where one of the descriptions is not appropriate.

Obviously many variants of such language games can be developed, in-
cluding games where the feedback of success comes from the world. For
example, when one agent asks another agent for an object using a linguistic
expression, success occurs when the agent gets the object he wants.

2.3 Phonology through imitation games

In another series of experiments, conducted together with Bart de Boer,
we have shown that a phonology can evolve through imitation games. The
phonology consists of a repertoire of phonemes and phoneme segments which
are admissable and distinctive in the language. Agents must develop both
the capacity to produce the phonemes and the capacity to recognise them
from acoustic signals. An imitation game works as follows: A speaker picks
a phoneme or phoneme sequence from his repertoire, or possibly creates a
new phoneme or phoneme sequence by producing a random gestural score.
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Figure 4: This figure plots the formation of a language from scratch. 4000
language games are shown, involving 5 agents and 10 meanings. The x-axis
plots the number of language games (scale 1/20). The y-axis shows the
average communicative success. Total success is reached after 3000 language
games.

A gestural score is a sequence of articulatory targets. An example of such
a score from our simulations is shown in figure 5. The hearer then applies
low level feature detectors to the signal (figure 6) in order to recognise the
phonemes. When this recognition is successful, the hearer attempts to re-
produce the phonemes again. The speaker now attempts recognition and
can provide feedback on whether the result is compatible with the originally
produced phoneme sequence.

Our experiments show that a common phoneme and phoneme sequence
repertoire indeed develops and under the demands of the lexicon expands.
The observed evolution in the complexity of the phoneme repertoire remains
to be compared with what is known of natural phonological evolution.

3 Linguistic co-evolution

In genetic evolution the selectionist criteria are not fixed but derive from an
environment which is constantly changing due to co-evolution. For example,
one species, acting as a prey, is evolving to become better in escaping its
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Figure 5: A gestural score based on two phonemes is generated by a speaker
as part of an imitation game. The score sets articulatory targets which are
to be reached dynamically at specific timings.
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Figure 6: Frequency diagram corresponding to the gestural score produced
in fig 5. The hearer applies feature detectors to this signal in order to recover
the phoneme sequence.
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predator. But this causes the predator to evolve again towards becoming
better in catching the prey. Whereas evolution in itself causes an equilib-
rium to be reached, co-evolution causes a self-enforcing spiral towards greater
complexity.

Also in the case of language, co-evolution appears to play a crucial role
in pushing a language towards greater complexity, at all levels. The ulti-
mate pressure comes from the growing complexity of agent-agent and agent-
environment interaction partly enabled by an increasingly more powerful lin-
guistic ability. Thus language complexity feeds on itself and escalates. The
lexicon puts pressure on phonology creation to create an adequate repertoire
of phonemes. If there are not enough phonemes new ones will be gener-
ated through imitation games. The language game puts pressure first on the
meaning creation modules, for example, to have enough distinctions. When
there are more different types of objects, more distinctions are needed. It
also puts pressure on the lexicon to lexicalise the meanings that need to be
communicated. Thus the more meanings are used in language games the
bigger the lexicon will have to be.

In the experiments conducted so far, multiple word sentences start to
emerge [29] because as feature sets become more elaborate more than one
word is needed to code a given feature set into words. Syntax becomes a
natural need when greater and greater pressure is exerted to express more
and more sophisticated meaning within as few elements as possible. The
possible origins of syntax are discussed in more detail later.

Different games are coupled because the output of one is used as input
by the other. This introduces also additional selectionist pressures so that
there is a two-way flow between two interdependent modules: When module
1 delivers input to module 2, module 2 will exercise additional selectionist
constraints on module 1. For example, a feature used in discrimination is
more appropriate in a language game if it also has been lexicalised. When one
agent uses a word and thus certain features, the other agent may have to ex-
pand his feature repertoire accordingly before being able to decode the word.
Thus there are two selectionist pressures on features: Are they adequate for
discrimination and do they have or are they needed for lexicalisation. Simi-
larly a phoneme is not only appropriate as part of the phonological repertoire
when it can be produced and understood, it must also be used by the lexicon.

Another paper [32] illustrates this in more detail based on experiments for
the co-evolution of words and meanings by a combination of discrimination
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Figure 7: Experiment in the co-evolution of words and meanings. The top
window shows evolving binary discrimination trees operating on 5 different
data channels (s-0 through s-4) for 5 agents. The bottom window shows
on the one hand the failure in discrimination (descending) and the success
in communication (ascending) after 500 language games (and consequently
1000 discrimination games)

games (discussed in 3.1) and language games (discussed in 3.2). The agents
engage in a series of language games and as part of each language game each
agent performs one discrimination game. Figure 7 and 8 illustrate the results
of these experiments. The top window shows the binary discrimation trees
for each channel and each agent. The continuous space (between 0.0 and 1.0)
is first divided into two regions (resulting in one attribute with two possible
values and thus two features). Each of these may be further refined. The
lines are thicker when there is a lexicalisation of a particular feature. Not all
meanings are lexicalised.

Interestingly enough, each agent develops his own repertoire of features.
Nevertheless a relative coherence emerges between the agents because they
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Figure 8: Continuation of the experiment given in figure 7 after 5000 language
games. We see that the discrimination trees have further grown and that
more features have become lexicalised. The communicative success reaches
its absolute value(1.0) and discrimination failure has fallen to 0.0.

are in the same environment and thus encounter the same objects. This can
be seen by comparing the trees of the different agents for each respective
channel. We see for example that agent 1 has less refinements on channel 3
than the agent below it (agent 3). The whole system (words and meanings)
bootstraps itself from scratch. Language and meaning co-evolve.

4 Self-organisation

Evolution and co-evolution are in themselves not enough. Usually there are
many possible structures which are equally plausible from the viewpoint of
the selectionist criteria discussed so far. But out of the many possibilities
only one is usually selected and adopted by the total linguistic population.
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Language and meanings are shared. This is a big puzzle for anyone who seeks
a non-nativist theory of language and meaning. If meaning and language is
innate then it is genetically shared and coherence comes for free. But if
language and meaning are not innate we must explain how coherence may
arise without central control and with agents having only access to each
other’s states through localised interactions.

The origins of coherence in a distributed system with many interacting
elements have been studied in biology and other sciences under the heading
of self-organisation. A typical example is a cloud of birds or a path formed
by ants. Examples of self-organisation are also found at lower levels. For
example, regular temporal or spatial patterns in the Bhelouzow-Zhabotinsky
reaction or the sudden appearance of coherent light in lasers are chemical
and physical examples of self-organisation [24].

The principle of self-organisation prescribes two necessary ingredients:
there must be a set of possibile variations and random fluctuations that tem-
porarily may cause one fluctuation to gain prominence. Most of the time
these fluctuations are damped and the system is in a (dynamic) equilibrium
state. However if there is a positive feedback loop causing a certain fluctu-
ation to become enforced, then one fluctuation eventually dominates. The
feedback loop is typically a function of the environment so that the self-
organisation only takes place for specific parameter regimes. When these
parameters are in a lower regime they leave the system in equilibrium. When
the parameters are in a higher regime, they bring the system in (determinis-
tic) chaos. Structure arises and is maintained on the edge of chaos [16].

In the computational experiments, self-organisation has proven to be an
effective way to arrive at coherence (see figure 9). The positive feedback
loop is based on success in games that involve multiple agents. Those rules
are preferred that are the most used and the most successful in use. For
example, for each word-meaning pair a record is kept how many times this
pair has been used and how many times the use of the pair in a specific
language game was successful. The (speaking) agent always prefers the most
successful word. This causes the positive feedback effect: the more a word is
used, the more successful it will be and the more it will be used even more.
Initially there will be a struggle between the different word-meaning pairs
until one dominates. Coherence crystallises quite rapidly once a word starts
to dominate, similar to a phase transition.

The same principle can also be applied at other levels. Phonemes and
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Figure 9: This figure plots the results of a computational experiment in
lexicon formation with 10 agents, 5 possible words, and 1 meaning. It plots
the communicative success of each word (y-axis) over time (x-axis). We see a
search period in which different words compete to express the same meaning
until one gains complete dominance.

phoneme segments that have most success in imitation games are preferred
over those that have less success - even if they satisfy all other constraints.
The coherence of meaning happens indirectly. Features are preferred that
have been lexicalised and hence the most common features will be shared by
all agents.

5 Level formation

Many linguists argue that a representation system is only a language when it
also features a complex syntax. In the experiments discussed so far, there was
no syntax yet, although there is a steadily increasing and adaptive lexicon,
phonology and meaning repertoire. All the ingredients are therefore in place
of a protolanguage [5]. Although syntax is obviously important, these other
aspects of language are just as crucial and no theory of the origins of language
is complete without explaining how they might evolve. Nevertheless the
origins of syntax is an essential part of the problem and it must be addressed.
I hypothesise that level formation is the key towards solving it.
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Level formation is very common in biosystems. It occurs when there
are a number of independent units which due to co-occurrence develop a
symbiotic relationship, eventually making the units no longer independent.
Level formation has for example been used to explain the formation of cells
[8] and the origin of chromosomes which group individual genes [20]. In the
case of the cell, there were initially free floating organisms and structures
which came to depend on each other, for example because one organism
produces products for another one or destroys lethal products. Gradually the
relationship between these organisms and structures becomes so strong that
they give up some of their independence to become a fixed part of the whole.
For example, mitochondria are organisms with their own genetic information
that used to be independent but are now so much intertwined with the cell
that they need the genetic information in the nucleus to duplicate. Thus a
new unit at a new level is created which itself then can start to form part of
larger units.

Experiments for applying these principles to the formation of syntactic
units are currently in progress. The following steps are seen:

1. The starting point are individual words as originating from the mean-
ing creation and lexicon formation processes discussed earlier. These
words get preferred semantic functions and therefore fall into (emer-
gent) grammatical categories. For example, some words, like table in
“the white tables” pick out the main target set, others, like white in
the same phrase carve out a subset from this set, others like -s indicate
that several objects are involved, etc. Initially the function of a word
is undifferentiated but based on the actual use of a word and group
dynamics, words become specialised. For example white may become
only used for delineating a subset from an already defined set.

2. Words with different functions naturally co-occur in recurrent constel-
lations. Thus an indication that several objects from a set are referred
to, requires that first such a set is identified.

3. These constellations then become conventionalised, meaning that some
functions become obligatory and hence words of a certain category have
to be there.

4. The functions then become gramatically codified using word order
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and/or morphology. This makes it possible to derive grammatical func-
tions of words even if they have multiple uses or if the function of a
word is not yet known.

Once these basic principles are in place, the syntactic level may undergo
various additional evolutionary processes on its own. For example, in some
very interesting experiments, Hashimoto and Ikegami [14] have already shown
that there can be evolution towards greater grammatical complexity (from
regular grammars to context-sensitive grammars) based on language games
which select for producability and parsability.

Much further work remains to be done for syntax but the same mecha-
nisms as used for lexicon formation, meaning creation and emergent phonolo-
gies appear to be applicable. The principle of level formation needs to be
better understood - but this is also true for biological instances of level for-
mation.

6 Conclusions

This paper proposed a number of mechanisms that together might explain
the origins of language: evolution, co-evolution, self-organisation and level
formation. Each of these mechanisms is known to play a critical role in the
origins of complexity in biosystems [21], which justifies that they are also
applied to the origins and evolution of language. However, in contrast with
most researchers today, I propose to apply these mechanisms not to biolog-
ical structures (for example genes or neural networks), but rather to lan-
guage itself. For example, no ‘catastrophic’ genetic mutation [5] is proposed
to explain the origins of syntax, rather syntax is hypothesised to originate
spontaneously through level formation based on the pressure to express more
meanings with limited resources of time, memory and processing power.

An analogy was proposed between language and species and between an
individual’s language rules (at different linguistic level) and genes. Evolution-
ary processes operate on the individual rules causing the language to boot-
strap and evolve. Selectionist criteria are not in terms of reproductive success
(as in the case of genetic evolution) but rather success, ease and efficiency in
linguistic communication. Coherence emerges through self-organisation.

Of course, the individual brain must have the appropriate capabilities
to engage in the operations necessary to represent and enact the linguistic
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rules. This includes fine motor control of the articulatory system, frequency
analysis of the speech signal, associative memory, discretisation of continu-
ous sensory data channels, set operations over feature structures, monitoring
and establishment of feedback loops between use and success, planning and
recognition of sequences, etc. But none of these functions is unique for lan-
guage. The fine motor control needed for the articulatory system is similar to
the one needed for controlling a hand. The frequency analysis of the speech
signal is identical to that needed for recognising other kinds of sounds. Set
operations, associative memory, planning and recognition of action sequences
all are needed for daily survival and can be found in lower animals, albeit
with much less sophistication.

Testing the adequacy of mechanisms for the origins of language by build-
ing software simulations and robotic agents, has proven to be a very effective
methodology although it requires a large amount of work. So far, concrete
positive results have been obtained for meaning, lexicons and phonology.
Much more research needs to be done, particularly in the area of syntax and
in the evolution of language games and speech acts. But many exciting new
insights are clearly within reach.
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