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1 Stipulationism

In the 1950s, researeins thoughtthat children learn languagehrough imitaibn, guided by
principles ofshaping and reforcement (Skinner1957). Bythe endof the decadethe new
information-processing psychology (Newell & Simon, 1972) dredrapidlygrowing theory of
generative grammar (Chomsky & Halle, 1968) were challenging this view. Tiespaadigms
expressedhe complexities ohumanbehavior not adinks between habits, Ibuas complex
systems ointerlockingrules. Thepowerachieved bythesesystems rged on the ability of the
modeler to stipulate the right set of rules in terms of their elements, combinations, and patterns of
rule orderings. The successestbésestipulativesystemscan be attributed tthe precision of
their formulation and thexpressiveness dhe formal productiorsystemlanguage orwhich
they relied (Hopcroft & Ullman, 1979). Stipulative rule systemspromotedthe articulation of
enormous cognitive architecturesseemingly impossibleomplexity (MacWhinney,1994). As
these systemsgrew in complexity, testing the empirical grounding of their individual
components lmameincreasinglyimpossible. Througlits descriptivesuccessesstipulationism

ended up sewing the seeds of its own conceptual destruction.

In the 1980s, the rise of connectionism (RumelhaM&Clelland, 1987) provided aralternative

to stipulationism. Neural networksiewed chidren as learnip cues, rather than rules
(MacWhinney,Leinbach, Taraban, & McDonald,989). Inthe 1990s, researchers began to
explore still othemlternativesto rule systems, including dynamicg/stemstheory (Thelen &
Smith, 1994), optimality theory (Tesar & Smolensky000), andbiological malels of neural
plasticity (EIman, 1999). Formal linguisticeory also began tmove awayfrom stipulationism,
attempting to extrach minimal set of principles fromwhich broader sytactic patterns could

emerge (Chomsky, 1995).



2 Emergentism

Historically, emergentisnbegan as aeaction agast stipulationismHowever, it iswrong to
think that any model of language dm@nent that does not specifically stipulate particular rules
or hard-wired modules ismergentistlf we simply usedthe absence of stipulatedles as our
criterion, wewould allow eventhe mosthalf-baked,inarticulate idea t@ount asan emergentist
sdution. Clearly, somthing more is neededor an emergentist accounfThese additional
ingredients are mechanism and generativity. Just likébtgemean” rule systemaf the 1970s,

an emergentist accountust providea specific mechanism thatorks togenerate the observed
behavioral patterns. In an emergentist account, generaiviegrges nofromstipulatedrules, but

from the interaction of general mechanisms. Let us consider some examples.

If you spend time watching the checkout linea atipermarket, you will find th#te number of
people queued up in each line stays roughly the same. There are rarely six people in one line and
two in the next.There is no sociallyarticulated rule governingthis pattern.Instead, the
uniformity of this simple social “structure” emerges frather basic factabout thegoals and

behavior of shoppers and supermarket managers.

Honeybees are certainly no smarter tehoppersHowever,working together, bees are able to
construct an even more complex structMv@en a beeeturns tothe hive after collectingpollen,
she deposits a drop of wax-coated honey. Each of these honey balls igvithusgproximately
the same size. As these balls get padkgdther, the take onthe familiarhexagonakhapethat
we see in the honeycoml@here is no gene in the beeat codes for hexagonality in the
honeycomb, nor any overt communication regardingstiaping ofthe cells ofthe honeycomb.
Rather, this hexagonal form is an emergent consequrtbe application opackingrules to a

collection of honey balls of roughly the same size.

Nature abounds with examples of emergefite outlinesof beacheemergefrom interactions



atoms can pack intsheets. Weather ftarns ke the Jet Streamor El Nifio emergefrom
interactions between the rotation of the earth, solar radiation, astidbes othe ocearbodies.
Biological paternsemerge invery similar ways.For example,the shapes othe spots on a
leopard or the stripes on a tiger emerge from the timitigeoéxpression of a pair of competing
genes expressing color as thaperateacrossthe developindeopard or tigeembryo (Murray,
1988). No singlegene directlycontrols these pattern®ather, thestripes emergefrom the
interactions othe genes orthe physicalsurface ofthe embryo. The shape dfie brain is very
much the same-or example, Miller,Keller, and Stryker(1989) have shown thatthe ocular
dominane columns described by Hubel avkisel (1963) irtheir Nobel-prize-winningwork
may emerge as solution to acompetitionbetweenprojections fromthe differentoptic areas

during synaptogenesis in striate cortex.

Emergentist accounts of brain developn@ovide useful waysf understandinghe forcesthat
leadto neuronalplasticity, aswell asneuronalcommitment.For example, EImarf1999) shows
how the learning of linguistic categories emerffesn the interaction ofconstraints on the
activation of sheets of neuronal tissue. Similarly, Quartz and Sejn¢1@%r) haveshownthat
plasticity may also involve the growth of new patterns of connectivity. On the ieaetaecent
fMRI work (Booth et al., 1999) has showwow children with earlyrain lesionsuse avariety of

alternative developmental pathways to preserve language functioning.

These emergentisbrmulations ofthe neuragrounding ofcognitionallow us toconsider new
ways of dealing with age-old confrontatibaetween nativism aneémpiricism. Weteachstudents
that theoppositionbetween nativisnand empiricism is the fundamentesue in developmental
psychology.However, whastudents end up leang is tha everything inhumandevelopment
involves some unspecifiedhteractionbetweennature and nurture.Because we ofteffail to
explain how this interaction occurs, studegrsl up beingonfusedaboutthe unerpinnings of
the science of human development. Emergentism addrtbssgsoblemdirectly. It replaces the

traditional opposition between nativismand empiricism with a new conceptualframework,



explicitly designed toaccount inmechanisticterms for interactionsbetweenbiological and
environmentaprocessesThe goal of emergentism te replaceaccountsdased on stipulations
with accountsn which structuresemergefrom the interactiorof known processesHowever, it

must do this without sacrificing mechanism and generativity.

We must tempr this strongformulation of theemergentist programwith practical reality. The
primitive state ofour understandingf basic neurological andevelopmentaprocessesneans

that models often stilhave torely on stipulationto characterizestructures that we do not yet

fully understand. For example, a model of the effects of auditory processing deficits may need to
include a hand-wired representation of informapassed on ttanguageprocessing from the
auditory cortex. This type ddtipulation regardingtructures thaare not athe core of agiven

model is not a theoretica@lommitment. Rather, teflects theprimitive nature ofour current

modeling techniques.

3 FiveTime Frames

Emergentism does not imply a radical rejectioritifer nativism or empiricisn©n thecontrary,
emergentism views tgist and empiricist formulations asthe partial and preliminary
components of a moreomplete account. Thetraditional contast between nativism and
empiricismrevolvesaroundthe fact that theydescribedevelopmentalprocesses thabperate
across different timeframes. When we discuss some abilibheiinfant, weoften ask ourselves,
“I s this ability innate orlearned?”There isnothing wrongwith this question, adong as we
realize that it really ajuestion abouthe timeframenvolved inthe delineation of theelevant

emergent processes.

We can distinguishfive separate timeframd®r emergentprocessesand structuregLorenz,

1958).



Evolutionary emergence. The slowesimoving emergentstructuresare thosethat
are encoded in thgenes.These structuresyhich are abject to morevariability and
competition thanis frequently acknowledged, araypically the result of glacial
changes resulting from the pressureswdlutionarybiology. Stipulationist accounts
of languageevolution (Bickerton, 1990; Chomsky1980) typically emphasize how
evolutionarydiscontinuities (Gould1977) haveled to theconstruction ofspecific
modules. Emergentistaccounts (MacWhinney2001) in this area emphasize
continuity and the ways in which evolution has reused older forms for new functions.
Epigenetic emergence. Translation of the DNA irthe embryotriggers a further set
of processes from whicthe initial shape othe organism emerge§ome structures
are tightlyspecified byparticular genetic lociFor example,the recessivgene for
phenylketonuria or PKU begins ggpression prenatallyy blocking the production
of the enzymes that metabolize the amino acehplalanine. Although the effects of
PKU occur postnatally, the determiioa of this metablic defect emergegrenatally.
Other prenatal emergent structures involve afaslphysical forcesn the developing
embryo. The formation othe stripes ofthe tiger is an example dhis type.
Epigenetic emergence does not cease at birtthéTdegree that therain maintains a
level of plasticity, epigenetiprocessesllow for recovery offunction after stroke
through rewiring and reorganization.

Developmental emergence. JeanPiaget’'sgeneticpsychology (Piaget, 1954) was
thefirst fully articulatedemergentisview of developmentimpressivelycomplete in
its coverage, itvas often incomplete iterms of its underspecificatioof particular
mechanisms oflevelopmentAttempting to providethis missingmechanisticdetall,
current emergentist accounts of development rely on connectionism, embodiment, and
dynamic systems theory.

Online emergence. The brefesttimeframefor the study of emergentprocesses is
that of on-line languagegrocessing Emergentist accounts are nafowing how

languagestructure emerges frorthe pressuresand loads imposed bwnline



processing (MacWhinney999). Tlese pressureavolve socialprocessesnemory
mechanisms, attentional focusing, and motor control.

5. Diachronic emergence. We canalso useemergentisthinking to understand the
changes that languagbave undergoneacrossthe centuriegBybee, 1998). These
chargesemergefrom a further complexnteraction of theprevious thredevels of

emergence (evolutionary, developmental, and online).

With thesefive timeframes inmind, wecan provide a revised interpretation of the standard
guestion “Is it innate dearned?” Whathis question r@ly means is’/Across what timeframe

does this ability emerge?” If we could consistently replace the earlier form of this basic question
with this newer form, | believe that much a@dir scientific dialogregardingthe nature of human

language would become clarified.

Even within this newer framework, there is sl enormous amount tiiscuss andebate. First,
we can easilydisagree regardinthe timeframefor a given ability. Considerthe case of the
“KE” family in EastLondon studiedy Gopnikand Cragq1990). This family hasmembers
who exhibitproblemswith the marking ofregularsuffixes on verbs. Specificallyhe affected
family members tend tase“jump” as the past tense dfjumped” more than their language-
matchedcontrols. Geneticanalysis(van der Lely & Stollwerk, 1996) points to gpattern of
autosomal dominaninheritance, since about half ofthe membersof three generations
descending from particulargrandmotheiare affectedResearchersuch asvan der Lely and
Gopnik have interpreted this deficit in non-emergentist terms. They seawbang aspecific
mutation on a specifigene that somehowontrols the process ofregular suffixation and

perhaps other aspects of linking (Van Der Lely & Christian, 2000).

Emergentist aaunts of thisfamilial pattern provide anore complete psture. Emergentist
accounts are able to death the fact thathis disability impacts many aspects of motor control

apart from language (Alcock, PassinghaVatkins, & Vargpa-Khadem2000). Affected family



membershaveproblemswith swallowing,finger apping, mouth catrol, and other fine motor
actions. Their speech is effortful and strained, as if they were ded@timg major disconnection
to the control of motor output. This pattern of impairment suggests that we are not déhliag
“grammar gene” or anodulefor regularinflection (Pinker,1991), butwith a general motor
impairment that impactsegular morphology, perhaps becao$¢he omissibility of the regular
marker (Labov, 1986; Leonard, 199Bjom an emergentisiepspectivethis particular disability
could be linked evolutionarilyo the recentonsolidation of motor contrdbr language in the
human specieonald, 1991 MacNeilage,1998). However,the fact tlat peoplewith language
impairments tend to marry and reproduce less than the general population would make it difficult
for a disability like this to propagatThe fact that this particular disabilityas notbeen reported
from other familes indicateghis must be éher avery recentmutation or theesult of avirus
with aneffect on gestaion. A virus of this type, whichcanalso beinherited, mayhaveimpacted

the embryological formation of pathways for motor control.

This reinterpretation othe impairment in the KEamily providesseveralimportant lessons.
First, wheninterpretingdisabilities, weneed to be careful aboassumingthe existence of a
stipulated gene that controls a stipulated module. We should examreapitemanifestation
of the disability, asking ourselves questions about timeframe and mechanism. Seconeint we
to postulate phylogetie emergence, waeed to seehat the traithasbeenwidely distributed in
the species.Third, if suspectphylogeneticemergence, waeed toalso understandhow the
particular genetic pattern influences embryological developrRentth, we neetbb examine the
extent to which thelisordermay be linkedyenetically tosome form of compensatoagdaptive
advantagéBradshaw & Shepad, 2000). For example, weknow that the genéor sidkle cell
anemia, while maladaptive in homozygotes, provtesection againstialaria inheterozygotes.
What would be a parallel function for languagedisorders?Finally, when welook at the
behavioral expression of the postuladiegbrder, we neetb considertthe ways inwhich general
cognitive and motodisabilities carhavedifferential impacts orspecific linguisticpatterns. For

example, Bates, Wulfeck, and MacWhinney (1991) have shown tlatrall of aphasia tend to



lead to theomission andmisinterpretation ofgrammaticalmorphology. Infact, we know that

grammatical morphology is subjectltwss in non-neurologicgatientssuch as those suffering

from lower-backinjuries. To understandthese patterns, weneed tofocus on models of

information load during online processing.

Emergentist accounts must spegifyrticularmechanismshiat operate on particular timeframes.

As we move to replace the earlier stipulationism withries emergentism, waeed tofocus on

developing duller understanding othe arsenal obasicemergentmechanisms. lithe end, all

emergentist acemts must bgrounded orthesecore mechanisms. If wattemptto postulate

specialized mechanisms for single problewess,arereturning to stipulationismSomeexamples

of general mechanisms include:

1.

Learningthrough errompropagation. Agood example ofthis typeof mechanism is the
back-propagation algorithm used in PDP modeling (Rumelhart & McClelland, 1986).
Self-organization. Mechanisms such asséié-organizing feature mggohonen,1990)
provide alternatives to mechanisms based on error propagation.

Item-based learning. Ithe area ofgrammaticaldevelopmentthe theory of item-based
learning (MacWhinney, 1975;Tomasello,2000b) relies on general coapts from
Construction Grammar (Goldberg, 1999).

Reorganization of cognitive function the contralaterahemisphere. Childrewith early
left focal lesionsare able taecoverlanguagdunction by reorganizing language to the
right hemisphererhis plasticity indevelopment is general mechanism thatipports a
wide variety ofemergentesponses to iajy or sensorydisability (Booth etal., 1999;
Corina, Vaid, & Bellugi, 1992; MacWhinney, Feldman, Sacco, & Valdes-Perez, 2000).
Physicalpressures owognitive structuresPhonologistdhave shown thatthe shape of
the vocal mechanisnmhas a wideanging impact onphonologicalprocessegOhala,
1974). Rather than stipulating phonologicalles or constraints (Bernhardt &
Stemberger,1998; Kager, 1999), we caniew them as emergenesponses tdhese

underlying pressures.



6. Conversational emergence. Linguisttructures seem to beadapted to specific
conversational patterns as they emerge onftoe example, DuBois (1987) hasrgued
that ergative marking in languages emefgas thefact thatspeakers tend tdelete the
actor in transitive sentences, because it is already given or known.

7. Perceptual recordindrecentstudies of ifant auditoryperception(Jusczyk,1997) have
revealed thateven in the first few months, infants apply some general-purpose
mechanism to record and learn from auditory input.

8. Constituent structureAll syntactic theoriemeed toassume thatelatedwords cluster
together in units andthat the head ofhose units lten serves to clustexith higher
argument slots. Thisindamentalprocess oftonstituentstructuring must be based on a
set of basic mechanisms for motor control and planning (Donald, 1999).

This is, ofcoursejust asmall sampling ofthe manymechanisms andressures thahape the
emergence of language. Others involveshape of soal relations inthe young child’sfamily
(Ninio & Snow, 1988), theshape ofthe input toguest workers learning a secotahguage
(Klein & Perdue 1989),the preference ithe brainfor shortconnectiongShrager & Johnson,
1995), and the shape of sound dissipation for low frequencies across distaeeeh ¢asehe
mechanisms we are considering aithe corroboratedhroughdirect observation oare highly

general processes based on lower-level mechanisms that have been directly observed.

4 Domain Generality

Within the language learning community, there isadive debateregardingthe extent tavhich
language learnings based ondomain-generalmechanisms.Sabbagh andGelman (2000)
present an analysis which equates emergentisimdomain generalityThis strong formulation
of the emergentigbosition matches upvell with the disembodied connecti@m of the1980s
(Rumdhart & McClelland, 1986). However, the strong versionfails to fully appreciate the
degree tavhich emergentistsiew cognition asgrounded orthe body,the brain,and thesocial

situation.
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Consider asimple examplefrom phonologicaldevelopment. There is @niversaltendency to
avoid sequences of nasabnsonantgollowed by voiceles®bstruents, amight arise informs
like ‘manpower.’ This constraint isgrounded onthe facts ofspeech production (Huffman,
1993) and figuresprominently inrecentelaborations ofOptimality Theory (Kager, 1999).
Languagesise atleastfive phonologicalprocesses tdeal withthis problem. Thes@rocesses
include nasal substitutionpost-nasal voicing, denasalization,nasal deletion, and vowel
epenthesisinitially, children may apply &ariety oftheseprocesse¢Bernhardt & Sterperger,
1998). Which processese preservedndwhich aredropped out Wi depend orthe shape of
the target languagée it IndonesianQuechua, Tob&atak, English, or KelantarMalay. The
shape of the voc#ilact andthe innervation of themuscles otthe tonguedetermine the domain-
specific landscape. Domain-genepabcesses sgite theseconstraints anchegotiatebetween
them in real time. In theermsused bySabbagh an&Gelman, theoverall system of constraint
satisfaction is duzzsaw’ cutting patternshroughthe localdomain of embadd articulatory
constraints. Thigxampleemphasizeshe extent tavhich emergentismmustmake reference to
the body. Toattempt toconstruct aremergentispsycholinguistics thaignoresthe body, the
brain, and the social situation would bikd attempting tobuild an emergentist account of

honeycomb formation that ignores the honey.

Although it is clear that emergentism needs to tefelomain-specific facts abotite body, it is
not clear that ineeds taely on any domain-specificognitive mechanisms. Instead, it ikely

that evolution reuses genergnitive mechanisms tgerve newfunctions inspecialareas. For
example, Givon (1998)asargued thathe majorcognitive event thabccurredduring language
evolution involved a hkage ofepisodic memoryo theauditory system througlthe support or
tutelage of the visual system. The vissigtem had alreadystablishedyeneralmechanisms for
the episodic encoding of spatial position &an. Primates had alreadgveloped anechanism
for recordingauditory sequences (HausergiNport,& Aslin, 2001). Adapting this mechanism
to thetask oflanguage learningivolved reshaping and lieking previouslyavailable cognitive

mechanisms. It is truthatthese domain generapisodic mechanisnizave aspecificlocalized
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shape foreach modalityHowever, it islikely that the generaimechanismaindergo aspecial

tuning when they function at the local level (Caplan & Waters, 1999; Pinker, 1999).

5 Emergencein Grammar

In the next three sections, | wlkesent three specifiexampleemergentissolutions tocentral
problems in language learning.hese sections wixamine, respectivelgrammatical learning,
lexical learning,and languagevolution. Inthis sction, we will look at how emergentism

provides accounts for grammatical learning.

One ofthe most active areas irecent work orlanguage acquisitiohasbeen thestudy of the
child’s learning ofinflectional marking. InEnglish,inflections areshort suffixes thabccur at

the ends of words. For example, the word “dogs” has a final /s/ suffix that marks the fact that it
is plural. There are now well over 30 empirical studies and simulations investigating the learning
of inflectional marking. The majority of work orthis topic has examined the learning of
English verb morphologwith a particularfocus onthe English past tense. These models are
designed to learn irregular forms such as “went"fell”, as well asregular past tens®rms

such as“‘wanted” and “jumped”. Other areas oturrent interesinclude German noun
declension, Dutch stress placement, and German participle forma#ithough the learning of
inflectional markings is a relatively minor aspettanguage learningyur ability to quantify this
process has made it an important testiragigd not onlyfor the stuly of child language, but for

developmental psychology and cognitive science more generally.

To illustrate how corectionist networks can beused to studythe learning of inflectional
morphology,let us takeas an example themodel of German gender learnindeveloped by
MacWhinney, LeinbachTarabanand McDonald(1989). This model wasdesigned texplain
how German children learn to select onéhefsix different fams of theGernan definitearticle.

In Endishwe havea single word “t he” that sevesasthe definite article. InGerman, therticle
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can take the form “der”, “die”, “das”, “des”, “dem”, or “den"Which of the six forms of
the articleshould be used toodify a given noun in German dependsn three additional
features of the noun: its gendenasculinefeminine, or neuterjts number (singular oplural),
and its role within the sentence (subjgrissessor, tect object, prepositionalobject, orindirect
obed). To make mattersvorse, assignment afiouns togender categories is often quite
nonintuitive. For example, the word fork” is feminine, the word for“spoon” ismasculine,
and the wordor “knife” is neuter. Acquiring this system ofarbitrary gendeassignments is
particularly difficult for adult second language learners. Mark Twain expressed his
consternation at thiaspect of German in t@eatise entittedThe aweful Germanlanguage”
(Twain, 1935) in which he accuses the language of unfairness and capriciousndssatmient
of young girls as neuter, the sun as feminine, and the asamasculine. Along a similgein,
Maratsos and Chalklg§t980) arguedhiat becauseneither semantiaor phonological cues can
predict which article accompanies a given nou@é&nman, children could ndégarn the language

by relying on simple surface cues.

Although these relations are indeedimplex, MacWhinney etal. show that it is possible to
construct a connectiasti networkthat learnsthe Germansystem fromthe availablecues. The
MacWhinney et al. model, like most current connectionist models, involeeslaof input units,
alevel of hiddenunits,and alevel of ouput units (Figure 1). Each oftheselevels orlayers
contains a number of discrete units or nodes. For example, in the MacWhimhayazel, the
176 unitswithin the input level represent featuresf the noun that is to be modified by the
article. The phonological units code the sound of the stem using a system of features in syllabic
slots. The meang units represensemanticfeaturessuch as inherenmasculinity for male
animals. Thecase cuesode the surfacelevel features thatletermine theéhematicrole of the
noun phrase, anthe additional 1Jphonological markig there ardor the genitive and dative
suffixes of GermanEach of the twdidden unitlevels includesmultiple units that represent
combinations of thesmput-levelfeatures. Theix outpt units represente six forms of the

German article.
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OUTPUT UNITS [ der die das des dem den ]

7 units
HIDDEN UNITS
20 gender/
number units
INPUT UNITS

143 phonological 5 meaning ] 17 case cues 11 phono ]

Figure 1: A network model of the acquisition of German declensional marking

As notedabove, acentral feature obuch connectionist models the very large number of
connections among processing units. As shown in Figugach input-level unis connected to
first-level hidden units; each first-level hidden usitonnected to second-levetiden units; and
each second-levedidden unit isconnected taeach of thesix outputunits. None ofthese
hundreds ofndividual noe-to-node connections illustrated inFigure 1,since graphinggach
individual connection would lead to a blurred pattern of connecting lines. Instead a single line is
used to stand in placé a fully interconnectd patternbetween levels. Learning isachieved by
repetitive cyclingthroughthreesteps. First, thesystem is presenteglith an input patternthat
turns on some, but nall of theinput units. In thiscasethe pattern is a set cfoundfeatures
for thenoun beingused. Secondhe activations othese unitssendactivationsthrough the
hidden units and on to the output unifBhird, thestate of the atput units iscompared to the
correct target and, if does notmatch thetarget,the weights in the netark areadjusted sdhat

connections thasuggestedhe correct answare strengthened and connections thagjgested
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MacWhinney etal. testedthis system’s ability tomaster theGerman article system by
repeatedly presenting 1@@mmon Germamouns tothe system. Frequency giresentation of
each noun was proportional to the frequency with which the nounsadeinGerman(Baayen,
Piepenbrock, & van Rijn, 1993)he job of thenetwork was tahoosewhich article tousewith

each noun in each particular ¢ext. After it did this,the correct answer was presentaol] the
simulation adjusted corectionstrengths so as toptimize its accuracy in the future. After

training was finished, the mebrk was able tahoosethe correctarticle for 98 percent of the

nouns in the original set.

To test its generalization abilities, we presented the netwithlold nouns in newaseroles. In
thesetests, the networkhosethe correctarticle on 92percent oftrials. This type ofcross-
paadgm generalization is cleavidence ltat the netwrk went far beyondrote memaorization
during the trainingphase. Irfact, the network quickly succeedad learning thewhole of the
basic formal paradigrfor the markng of Germarcase, numbegnd gendeon the noun. In
addition, thesimulation wasable to generalizés internalized knowledgéo solve the poblem
that had so perplexeiark Twain -- guessing athe gender ofentirely novel nouns.The 48
most frequennouns inGerman that had not beencluded in the original input setere
presented in a variety of sentence contexts. On this completely novel set, the simulation chose the
correctarticle from the six possibilitieson 61 percent oftrials, versus 17percent expected by
chance. Thus, theystem’s leming mechanism,dgetherwith its representson of thenoun's
phonological and semantic properties and the context, produgpeodaguessboutwhat article

would accompany a given noun, even when the noun was entirely unfamiliar.

The network’slearningparalleledchildren’s karning in a number of wayslLike L1 German
speakingchildren, the netark tended to overuse the articles that accompany femmnes.
The reason for this thatthe feminineforms ofthe articlehave ahigh frequency becausdahey

are used both for feminines and for plurals of all genders. The simulation also shevsade
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type of overgeneralization pernsthat areoften interpreted aseflecting ruleuse when they
occur in children’s language.For example,althoughthe noun Kleid (dress) isneuter, the
simulation used the overalbund formof the noun toconclude that it was masculine. Because
of this, it invariablychosethe article thatwould accompany th@&oun if it were masculine.
Interestingly, the samarticle-noun combination$at are thenostdifficult for childrenproved
to be the most difficult for theimulation to learn ahto generalize to on theasis ofpreviously

learned examples.

How was the simulatioable to producsuchgeneralizatiorand rule-likebehavior without any
specific rules? The basimechanisminvolved adj$ting comedion strengthsbetween input,
hidden, and outg units toreflect thefrequencywith which combinations of features ouns
were associated with eaelticle. Although no angle featurecan predictwhich articlewould be
used, various goplex combinations ophonological,semanticand contextual cuegallow quite
accurateprediction of which articlesshould be chosen. This ability to extract complex,
interacting patterns of cues is a @weristicof the particular connectionisigorithm,known as
back-propagation,hait wasused inthe MacWhinney etal. simulations. What makes the
connectionist account for problems of thiseyparticularly appealing ithe fact that an equally
poweful set of prodction systenrules for Germanatrticle séection would be quite complex

(Mugdan, 1977) and learning of this complex set of rules would be a challenge in itself.

6 Emergencein theLexicon

One of the most active areascafrent research in thahild languages the study ofearly word
learning. Philosopherdike Quine (1960haveemphasized thextent to whichword learning
needs to be guidddy ideas aboutvhat might constitute gossibleword. For example, if the
child were to allowfor the possibility thatword meaningsmight includedisjunctive Boolean
predicates (Hunt, 1962), then it might be the case that the“gord” would havethe meaning

“green before the year 2000 and blue thereafter”. Similangight be the case that thame
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for any object would refer not to the object itsklff to its varios undetachegbarts. When one

thinks about the word learning task in this abstract way, it appears to be impossibly hard.

Markman(1989) and Golinkoff, Mervis, andHirsh-Pasek (1994have proposed thaQuine’s

problem can be solved by imagining that tireld’s searchfor word meanings is guided by

lexical principles.For example, chdren assume thatvords referto whole objects rather than

parts of objects.Thus, a child wouldassumeHhat the word'rabbit” refers tothe whole rabbit

and not just some parts of the rabbit. However, there is reason to believe that such principles are
themselves emergent properties of the cognitive systeonexample, Merman and Stevenson

(1997) have argued thdte tendency tavoid karning two namefor the same object emerges

naturally from the competition (MacWhinney, 1989) between closely-related lexical items.

The idea that early word learninigpenddeavily onthe spatio-temporal contiguity of aovel
object and a new name can be traced backistotle, Plato,and Augustine.Recently, Baldwin
(1991; 1989) has showthat chibren try to acquire namegor the objects that adults are
attending to. Sintarly, Akhtar, Carpenterand Tomaselld1996) and Tomasello andAkhtar
(1995) have emphasized the crucial role of mutual pezeeen motheand childin the support
of early word learning. Moreover, Tomaseilas argued that humamothers differsignificantly
from primate mothers in the watfgat theyencouragenutual attentiorduring language. While
not rejecting the role of socialipport inlanguagdearning,Samuelson an&mith (1998) have
noted thabne camalso interprethe findings of Akhtar, Carpenterand Tomasello irterms of
low-level perceptual and attentional matches that help focushittEs attention tonovel objects

to match up with new words.

We can refer to thiormation of a linkbetween gatrticular referenand anew name asinitial
mapping”. This initial mapping istypically fast, sketchyandtentative. Most lexical learning
occursafter the formation othis initial mapping. Aghe child isexposedrepeatedly to new

instances of an oldiord, the semanticrange of the referent slowly widens. Barrett (1995),
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Huttenlocher (1974) and others have viewed this aspect of meaning growth as
“decontextualization.” HarrisBarrett,JonesandBrookes (1988haveshown thathe initial
representations of words contain componems arelinked to thefirst few contacts with the
word in specificepisodes oispecific contexts. As long athe child sticks clsely to attested
instances othe category inside the confirmedre,shewill tend to undergeneralize the word.
For example the wordcar” may beused torefer only tothe family car. Anglin(1977) and
Dromi (1987) have argued thatthe frequency of such undergeneralizations is typically
underestimated, because undergeneralizations never lead to Ermoesdoesa carefulanalysis
of the range ofises ofmewwords, itappearshat undergeneralization isloser tothe rule than

the exception.

Gradually, the process of generalization leads freeingof the wordfrom irrelevant aspects of
the context. Ovetime, words develop aseparatiorbetween d&confirmed core” (1984; 1989)
and a peripheral area of potential generalization. Asdhrmed core of theneaning of a word
widens and as irrelevant contextual features are pruned owipttidegins to take am radial or
prototype fom (Lakoff, 1987;Rosch & Mervis, 1975). Inthe center of the category, irad
the best instancdbat displaythe maximumcategory match. Ahe periphery ofthe category,
we find instances whoseategory membership imclear andvhich competewith neighboring

categories (MacWhinney, 1989).

According tothe core-peripherymodel of lexical structure, overgeneralizatioagise from the
pressureshat face the child tacommunicateabout objects #t are notinside any confirmed
core. Frequentlgnough.children’sovergeneralizations are correctetien theparent provides
the correct namdor the object(Brown & Hanlon, 1970). Thefact that feedback is so
consistentlyavailable for word learningincreasesour willingness tobelieve thatthe major
determinants of word leamg are socialeedbackyather tha innateconstraints orevenword

learning biases.
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One emergentist framework that allows us to model many of theses isthe self-organizing
feature map (SOFM) architecture of Kohonen (138%) Miikkulainen andyer (1990;1991).
These self-organizing network®atword learning a®ccurring in map®f connectecheurons
in small areas of the cortex. Three laoalps are involved in worgarning:an auditorymap, a
conceptmap,andarticulatorymaps. Emergent selbrganizationon each ofthese threenaps
uses thesame learning algorithmWord learning involveghe association otlementsdbetween
these three mapaVhat makes this mappingocessself-organizings the fact that there is no
pre-established pattern for these mappamg$ nopreordainedelation betweenparticularnodes

and particular feature patterns.

Evidenceregardingthe importance o$yllables inearly child languagéBijeljac, Bertoncini, &
Mehler, 1993; JusczykJusczyk, KennedySchomberg, & Koenigl995) suggests that the
nodes on the auditory map may best be vieagedorresponding to fuslyllabic unitsyather than
separateonsonant and vowel phonemes. Teéeentdemonstration by Satin et al. (1996) of
memay for auditory patterns ifour-month-old infants indicates that childrane not only
encodingindividual syllables, but ar@lso rememberingsequences of syllables.  kffect,
prelinguistic children are capable of establishtogpleterepresentations dhe auditoryforms
of words. Withinthe self-organizingiramework,thesecapabilities can beepresented in two
alternativeways. One method uses aslot-and-framefeatural notationfrom MacWhinney,
Leinbach, Tarabarand McDonald(1989). Analternativeapproach ,ews the encding as a
temporal pattern that repeatedigcesses a basgyllable map. Alexical learning model
developed byGupta andMacWhinney (1997usesserial processes to atrol word learning.
This model couples a serial order mechanism known &avalanche” (Grossberg, 1978)ith
a lexical feature map model. Thavalanchecontrolsthe order of syllableswithin the word.

Each new word is learned as a new avalanche.

The initial mapping processinvolves the association of auditorynits to conceptualunits.

Initially, this learnig links conepts to auditory inges (Naigles &Gelman,1995; Reznick,
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1990). For example,the 14-month-old who has notyet produced thdirst word, may
demonstrate an understanding of the word “dog” by turningpictare of a dograther than a
picture of acat,whenhearing the worddog”. It is difficult to measure thexactsize ofthis

comprehension vocabulary in the weeks preceding th@faductive word, buit is probably at

least 20 words in size.

In the self-organizingframework, thelearning of a word isviewed asthe emergence of an
associatiorbetween gattern on theauditory map and goattern on the concept maprough
Hebbian learningHebb, 1949; Kandel &Hawkins, 1992). Whenthe child hears agiven
auditory form and sees an object at the same time, the coactivation of the neunssptirat to
the sound and the neurons that resporidewisual form producesn associatiomcross dhird
pattern of connections which maps auditfoyms toconceptuaforms. Initially, the pattern of
these interconnections isnknown, because theelation betweensounds and meanings is
arbitrary (deSaussure]1966). This means that thevast majority of themany potential
connectionsbetween theauditory andconceptualmapswill never beused, making it a very
sparsematrix (Kanerva,1993). Infact, it is unlikely that all units in the two mapsare fully
interconnected (Shger & Johnson, 1995). In order to suppibe initial mapping,some
reseachers (Schmajuk &DiCarlo, 1992) havesuggestedhiat thehippocampusmay provide a
means of maintaining thessociation untidditional corticaconnectiondhavebeen established.
As a result, a single exposure to a new word is enoufgadotoonetrial learning. However, if
thisinitial as®dation is not supported byater repeate@xposure tdhe word inrelevantsocial

contexts, the child will no longer remember the word.

Parallelwith the growth of the auditory map, the child isworking on thedevelopment of an
extensive system faronceptuacoding. As wehavenoted,studies ofconceptdevelopment in
the preverbainfant (Piaget,1954; Stiles-Davis, Sugarman, &lass, 1985;Sugarman,1982)
indicate that thechild comes to the language learnitagk already pssessing dairly well-

structured coding of the basic objects in the immediate environment. Chileleobjectsuch
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as dogs, plates, chairs, cardaby food, waer, balls, and shoes adully structured separate
categories (Mervis, 1984). They also shgeod awareness of the natuoé particular activies

such as falling, bathing, eating, kissing, and sleeping.

Like auditory categories, these bastnceptual categories can fepresented in self-organizing
feature maps. Schyns (19%Pplied aself-organizingfeaturemap to theask of learninghree
competing categories with prototype structures. The individual exemplars of each catgory
derivedfrom geometric patterns thatvere blurred bynoise tocreate aprototype structure,
although the actual prototypes were never display&te simulations showedahthe network
could acquire human-likese ofthe categoriesWhen presentedvith a fourth new word that
overlapped with one of the first three words, the systerke off some of theerritory of the old
referent to match up with the new name. Tduspetitivebehaviorseems taeflect theprocess
of competitionbetweenold words andnew words discussed for children’siord learning by

Markman (1989), Clark (1987), and MacWhinney (1989).

Another simulation of mesng development by Land MacWhinney(1996) used atandard
backpropagation architecture to model the learning of reversive verhsséuthe prefix “un-"
asin “untie” or “dis-” as in “disavow”. The modelsucceeded in capturing the basic
developmentaktages fomreversivesreported byBowerman(1982) and Clark, Carpenter, and
Deutsch (1995). In particular, the models able to producnd latercorrectovergeneralization
errors such as “*unbreak” drdisbend”. The network’seventualcorrect performance was
based on itanternalization ofwhat Whorf (1938; 1941)called the “crypotype’ for the
reversive which involved &overing, enclosing,and surface-attachingeaning” that ipresent

in a word like*untangle”, but absent in dorm suchas “*unbreak”. Whorf viewed this
category as a primexample of the wayi which language reflectand possibly shapes

thought.
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7 Emergencein Evolution

This section explores a very differeppe of emergentisitccount(MacWhinney,2001). Unlike
the emergentist accountsviewed inthe previous two section)is account cannot bdirectly
implemented in mechanistterms. Iistead, it attempts tgrounditself directly onknown facts
about brain structure, evolution, and language processirgffeti, this is a sketcbf a class of
possible emergentist accounts that must eventballgonstructed igreater detailThis account
is designed tdink the emergence danguage taspecific evolutionarypressures thabperated
acrossthe last 6 millionyears.These pressuresare shown tohave introduced avariety of
madifications to cognitive structure thatare in fact preconditions tolanguage. Oncdhese

preconditions were in place, the final attainment of language was an emergent phenomenon.

MacWhinney (2001) analyzes the gradual evolution of language in terms of fourcogydive
milestones. Thes®ur milestonesare thebuildling blocks of an embodiedhodel of language
processingdeveloped inMacWhinney (1999)That model viewdanguage as a method for
taking a directlygroundedperception andingrounding it throughmagery andperspective-

switching.

7.1 Bipedalism

On the most grounded level, thdel links languagé& cognitionthroughthe direct perception

of affordancedor action sequences. The secofabel links language tosystems forspatial
navigation and episodic encoding of temporal relations. These firdéwels are associated first

with the hominidassumption of a bipedahiy atabout 4MYA (million years ago)During the

period betweedMYA and2MYA, the modelholds hatour ancestorsolidified the social role

of language by linking vocal processes to cortical control. Beginning about 2MYA, homo erectus
began to elalrate amimetic systemthat providesthe underpinings for grammar. The
introduction of a means for rapid control mfionation at abou00,000years ago thefed to a
linkage of theseearlier cognitive systems to &ull systemfor using language to control social

interacions.
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This account emphasizé®e role of specific neuronaldaptations atach oftheseevolutionary
junctures. The move taipedalism openedp majorcognitive challenges in terms of the control

of the hands.Apes alreadyhave good control ofreaching and basiobject manipulation
(Ingmanson, 1996). However, with both handss always freéor motion, humanswere able to
explore still furtheruses oftheir hands.Rizzolatti (1996) hasshown that monkeys (and
presumably also primates) have “mirroneurons irthe supplementargyefields of premotor
cortex that allow them to directly map their own body image onto that of a conspecific. The basic
neural mechanisnfior assumingthe postural perspective ofanother wouldallow an early
hominid todirectly trackandimitate the motions of other hominids. &llows them to follow

actions such as prying open shells, hitting things with clubs, and digging for roots.

The construction of anental imagdor controlling motorplans depends otie dorsal visual
pathway thatprocesses actions upon obje¢(@oodde, 1993). Ashominids increasedtheir
ability to control hananotionsand grasping aicins, thg could use this system tliink specific
actions to the affordances of differetjects, as thegre usedor different purposesThe move

to a terrestrial environment was quite grad@arballis, 1999)This meant that hominids needed
to provide neural contrddr both tree-climbingactivitiesand theuse ofthe armswhen walking
bipedally on the ground. The pressures in the arboreal environmefavibradomelimited form

of brain lateralizationwere thencarried over to the terrestrialenvironment(McManus, 1999).
This ability to shift quickly between alternativeenvironmentsrequired neuralsupport for
competingpostural and affordanceystems.This posturalflexibility may also have allowed

some early hominids to adapt partially to an aquatic environment (Morgan, 1997).

Bipedalismalso put someressure oranother set of neurahechanisms. Because hominids
ceased relying on tredsr refuge,and because theyere nowranging over awider territory,
they needed to develamproved meansf representingpaces and detces. Holloway1995)

haspresenteckvidencefrom endocastsdicating that thersvas, in fact, anajor reorganization
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of parietalcortex after about 4 MYAThis reorganizationnvolved the reduction of primary
visual strate cortexand theenlargement of extrastriajgarietal cortex,angular gyrus, and

supramarginal gyrus.

7.2 Cortical control of the vocal system

The secondmajor reorganization ofognitive functioning introducectortical contol over the
vocal-auditory channel. As Hollowat995) hasstressed, thishangedoes notequire amajor
increase in brain sizélowever, itdoesrequire a rather majoewiring of the relatiorbetween
frontal cortex and the limbic systeim.macaques (JurgedsPloog, 1990), control othe vocal
systemrelies onthe periaqueductal gragnatter of the lower midbrairAdditional midbrain
regions can stimulate theriaqueductafjray, butthe cortexdoes not ontrol orinitiate primate
vocalizations. Inrman, onthe otherhand, electricastimulation ofboth the supplemental motor
areaand the anteriocingulate of therbntal cortex can reliably pducevocalization.Tucker
(2001) shows thathe basicadaptation herénvolved the absorption ofthe primate external

striatum by the neocortex (Nauta & Karten, 1970).

The linkage of vocalizations to cortical control rastly allowed our ancestors to distinguish
themselves from other hominids, it also allowleeim to build upa system offace-to-face social
interactions. MacNeilag€1998) hasargued thathe primate gesturef lip smacking is the
source ofthe core CV syllabistructure of human languagéhe CV syllablehasthe same
motoric structure as lip smacking and its is produceh area of inferiofrontal cortex close to
that used forlip smacking and othevocal gestures Primatesuselip smacks as one form of
social interaction duringace-to-faceencountersHowever, everbonobosthe most social of all
primates, do nahaintain face-to-faceonversationgor the long periods that we find in human
interactions. By linking its mebers into tight affiliative relations through faced-face
interaction,our ancestorschieved dorm of soci& organization thagllowed them to maintain

large social groupdor defense agast other hominidgroups. Other primateshave also
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responded to these pressures by developuagiety of so@l supportmechanisms (de Waal &
Aureli, 1996). Other pmates have also developedsystems forattending to face-to-face
interactions and pointing behavior (Gomez, 1996). To maxitheeeffectiveness of face-to-face
interactions, hominids then brought the production of facial gestures under cortical control. As in
the case of the control of tooke throughmotorimagery,humans differ frormonkeys in the

extent to which the cortex can produce gestures upon demand (Myers, 1976).

In consideringthe role of face-to-faceoealization inhominid groups, wemust not forget the
possibledivisive role played by aggrese males (Anders1994; Goodall, 1979). Hominid
groupsreliedon aggressve maes for thar skills ashuntersand their ability to defendthe group
aganst attack. However, graps alsoneeded to provide ways tvoid the diecion of male
aggression toward other members of the group, particularly other males. We know that primates
had alreadydeveloped variousnethodsfor handling theseconflicts, including exile for
problematic males, the formatiarf master-apprenticeelations,and development of malsocial
groups. Within this already establisheatial framework, malesould also beefit from ongoing
reaffirmation of their sociastatus throughace-to-face chat. By socializingpung males into
this productive use of language for social cohesion, mothers @solaontributdo the stability
of the group. Beakdowns irtheseprocessesould threaten the survival of thgroup andeven

the species.

7.3 Mimesis

The brain size of homo erectuspied in sizeduring the period between 2MYA and 100,000
years agoThis growth reflectsthe growingimportance ofprotolanguage irhomo erectus or
homo ergaster. In order tmaintain this mimetic system, theseneuronal adaptationsvere
required:

1. The production system must link up stored visaplesentations to the tput processes

of chant, gesture, and dance. This linka§eision to gstural andvocal output requires
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not only the expansion of botttentraland peripheralMacLarnon & Hewitt, 1999)
output control areas , but the expansion of their connections tovimstareas (Givon,
1998). Moregenerally, control othis system requirethe construction of acognitive
simulation of the human body (MacWhinney, 1999).

2. Mothers must beable to socialize theirhddren into anunderstanding othe core
mimetic sequences of their own social group.

3. The episodic memory system must store mimetic sequences and their components.

4. As mimetic sequences dzomeelaborated, thdrain will needto provide methods for
storing whole perspectivessuch as hat of the hater, to allow for a switching of

perspective, as well as traditional reenactment of these shifts.

Unlike the evolutionary pressures of earlier peritiaks,cognitive pressur@nposed by mimesis
cannot be solved simply by linking older areasr by reusingearlierconnectionsinstead, the
brain must addhew computationalspace tostore the multitude ofnew visualand auditory
images (Li, 2001). In addition, the brain needs to exphadole of the frontal aredsr storing
and switchingbetweenperspectivesBecause thisystemgrew up ina haphazardway from
earlierpieces of lipsmacking, pointing, gesturandrhythm, thebrain cannotsimply extract a
core sebf elementdfrom mimetic communicationsthereby reducing requiremeriisr storage
space. Istead, many patterns arfidrms must belearned andstored aswhole unanalyzed
sequences. ThiGestalt-lke shape okarly mimetic patternsorrespondsvell with the Gestalt-
like cognitions that wedevelopthrough our irgractionswith objects.For example,when we
chop wood, there is a completenterpenetration of muscle aatis, visualexperienceshand
positions, and sounds. Wanthink of this as aingle mergedform such ad-hands-back-lift-
axe-drop-split-chips-wood-cut. Mimetic forms have tesne unanalyzed quality. Becatisey
are highlygrounded on oudirect perceptions andc#ons, theycommunicate ira basic way.

However, they provide little support for cognitive organization.
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The growth of the brain in response to thpeessuresvas so rapid it it is typically assumed
that it involves a single genetic mechanism. One such mechanism might well be the role of a few
regulatorygenes(Allman, 1999) incontrolling theoverall size of the cortexChanges in the
function of these genes can ldadhe observedcross-the-boarohcrease in sizéor the cortex
and cerebellum that wesee inhomo erectus However, the expansion ofthe cortexplaced
additionaladaptivepressures ohomoerectus Onewas the need toncreasecaloric intake to
supportthe metabolimeeds of darger brain.This pressurecould bemet through changes in
diet and modificabns to thedigestivesystem. Amorefundamentalpressurewas thefact that
increases in the size of thrdant brain produceroblemsfor the processThe width of thehips
had narrowed in both men and womermassponse to bipedalisis long as the skull was not
much largerthan thatfound inthe primatesthis did notcause majoproblems.However, the
expansion othe skull in homoerectusran directly intothis evolutionarybarrier. Todeal with
this, the infant is born at a tinvehen it is sli fairly immatureand theskull is relatively pliable.
The increasingly organized shape ofdbeiety guaranteebe survival of the child. In aduabn,
women have had to sacrifice their abilityrton quickly so hat thehips could widen, permitting
births with larger infantheads. Thelowing of infantdevelopment nobnly helps inthe birth
process, but alseelps thechild maintain corticaplasticity (Elman, BatesPlunkett,Johnson, &
Karmiloff-Smith, 1996; Julész & Kovacs, 1995) even into adolescencethereby further

enhancing the ability of the group to construct accepted mimetic patterns.

7.4  Systematization

Some of the adaptations requifed smoothvocal productiorare quiteperipheral.(Lieberman,

1973), involving changes to the vocal tract, the structittee larynx, made innervation,tongue

support, and facial musculature. Some of chamgasunderway befor¢he Pleistoceneythers

have been more recent. To control this additional external hardware, the brain has needed to fine-
tune its mechanism®r motor control. This fine-tuningloes notrequire the type of brain

expansion that occurred omo erectudnstead, iinvolves thelinking of inferior frontal areas
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for mator control to temporal areas (GabrieBrewer,Desmond, &Glover,1997) forsequence
storage. These linkages (Damasio, 1989) involve pathways that lie under thescéctill hey
constitute a functional neural circuit that implements a phonological loop for leaewgords
(Gupta & MacWhinney,1997). Theauditoryshapes ofvords are stored intopological maps
(Miikkulainen, 1990) in superior temporal auditory coréexd can be associatenvisualimages
in inferior temporal areas. This linkage of tleeal-auditory channel to thesual channel further
developshinding the entrainment of the vocal-auditory channeltiy visualchannel (Givon,

1998).

Once homo sapiens haghieved an ability t@roduce, storeand learn darge vocahlary of
phonologically organized forms (Wle, 1994), theamaning steps inthe evolutionof language
were comparatively easy. Humans had alresthyeved a mimetisystem forperspective taking
and perspective-switching. This systeatiowed listeners tomentally reenact the motions,
rhythms, ancthants ofthe speaker as tlyedepictedmovement betweeplaces and actions on
objects. Oncevords becamavailable,speakers antisteners could parsthese single-package
gestalt-like communications intineir componentsWith words tonamespecific objects and
participants, it wagpossible toseparate ouhounsfrom verbs. Thisadaptation togrammar
required nagparticularnew cognitiveskill for nouns.However, for predicatessuch asverbs, it
was important tastore linkagedbetween theverall configuration ofthe actionand thespecific
uses with participants. In other words, children hdddam how tomanage language terms of
item-based syattic constructions (MacWhinneyl975, 1982), including‘verb islands”
(Tomasello,2000a). Neurongbrocesses fothis level control involve little inthe way of new
evolution.However, theyplace storagelemands oithe pathwaydetween thdemporallexical

areas and the frontal planning and sequencing areas.

As speakers build up longer and longer strimigsropositions, ty rely increasingly on frontal
areassuch asdorsolateral prefrontal corteOLPFC) for the storage of onperspectivethat

allows shifting to a secondarngerspectiveShifts of this typeare central in thgrocessing of
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anaphors an@aps in argmentstructure. AsMacWhinney (2000) hashown,thesevarious
syntacticprocesseare grounded not omhe construction ofabstract syntactitrees, but on the
direct processing of embodied perspectives of the type that were also important during the period

of mimetic communication.

Given the minimal nature of the additional adaptations needgaptmorthumanlanguage,
why was thehuman speciesuddenly so successfafter about 60,00Qears agaafter having
lived throughnearextinction? Thaeason for thigreatsuccess is thatyith the onset of good
phonologicalsystematizationhumanswere able make fuller use ofthe massiveexpansion in
brain size that hadccurredearlier. Theydid this by constructing aystem thatisesthe entire
brain to represengxperience. lusesthe basicsensorimotorsystems ofposterior cortex to
encode objects iterms of diret perceptions angroperties. ltusesthe navigatiorsystemthat
developed in the hippocampus and the temporal lobe to orgdeicte termsprepositions, and
locative adverbs. ltelies on thesystem lat attributes intentional toonspecifics to construct
causal actins by bothanimateand inanimate actors. lusesthe temporaland inferior frontal
areas to encode the form and meaningpohl-auditory patterns. It ém relies on avide variety
of frontal structures to store asHift perspectes interms ofdirect perception, spatl systems,
and causal actionginally, it usesthis system ofperspectiveshifting in the frontallobes to
construct the complexities of social structureetiect, language produdion and comprehension
end up relyingon the entirebrain. Inthis way, the phonological systematization that occurred
between 200,000 and 50,000 years egentuallysucceeded imitilizing the full potential of the

earlier expansion of the brain.

Language relies on the entire brainatthieveits complete cognitivesimulation of experience in
terms of objects, space, action, andiaorelations. Because it integrates these separate modules
so thoroughly, it allows us tailfy escape the modularity that is present in priméRsson &

Bard, 1996) and young children (Hermer-Vazquez, Moffet, & Munkholn2001). Without

language, it may beossible to focuglirectly on theposition of anobject withoutregard to
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earlierorientations otthe orientations ofothers. Withoutanguage, we cafocus on araction
without breaking it apart into its compongairticipants. Without language, \&ee more directly
grounded irthe individual aspes of mentallife. Languageforces us tantegrate the whole of

mental life into a single, more fully conscious, but relatively less grounded whole.

8 Conclusion

The corelesson ofthe last fiftyyears hadeen thatboth empiricism and nativism arewrong.
Empiricism iswrong because ittempts toconstructthe mind out ofnothing but domain-
general ‘buzzsaws.’ Nativism is wrofhgcause it makes untade assumptiongboutgenetics
and unreasonabkessumptionsboutthe hard-coding of compleformal rules inneuraltissue.
The battlesagainstdisembodiedoehaviorismwere fought andwon in the 1950sThe battle
against complex strictly-ordered rule systems was foughivamdin the 1980s. Whave made

great progress and these issues are no longer on the table.

Emergentism provides a conceptuadiglid way of linking our growing understanding of the
brain with new theoriesof cognition, aswell as newtools for simulation. By distinguishing

mechanisms oémergenceacrossthe five time scalesmentionedabove, wecan incorporate the
old oppositionbetween nativismand empiricism into adetailed newresearch program. By
linking these concepts together in a sinfyjeenework, weopen upthe promise that this new
millenium will experience a productive @aturing of new wgs of thinking aboutthe emergence

of language.
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