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Abstract

A modelof vocalulary andgrammaracquisitionis presentedTwo agentsareinvolvedin the simulation,a motherand
a child. The motheris equippedfrom the outsetwith a substantiaknowledgeof languagejn the form of two sets
of rules. Her lexical rulesmapatomicmeaningq‘concepts’)onto words. Her grammaticatulesstategeneralizations
aboutmappingsbetweencomplex meaningsand stringsof words. The mothers rules allow her to utter strings of
wordsexpressingary meaningdravn at randomfrom a large set. At the outset,the child hasno suchrules. The child
does,however, sharehis mothers capacityfor semantiaepresentationhe hasaccesgo the samesetof propositional
representationspmposeaf thesameatomicconceptsThemotherutterswordstringswhichthechild hearsn full, but
for eachstring, thechild is madeawareof only a smallfragmentof the mothers original meaning.Fromthis exposure
to wordstringsandsmallfragmentsof meaningthe child acquiresa setof rulesfunctionallyequialentto his mothers,
andis capableof expressinghe wholerangeof meaningsith thesamewordstringsasher. Thechild hasfully acquired
his mothers languagefrom datathatis semanticallyhighly degenerate Early lexical acquisitionis bootstrappedrom
obsered correlationsin the child’s input. Grammaracquisitiondependon someearlieracquiredvocalulary. Later
lexical acquisitiontakesadwantageof acquiredgrammanules. Thewhole processs informedby the learnertrying to

make senseof thedata.

1 Intr oduction

Thereis anapparenparadoxn learningto communicate.
A creaturethat hasacquireda communicationcodecan
retrieve meaningscommunicatedy a signallerby using
the acquiredcodeto interpretthe receved signal. This
is the greatadwvantageof communicationthatit allows
onecreatureto know whatis in the mind of anothercrea-
turewithoutthemagicof telepathy Onthe otherhand,an
immaturecreaturan theproces®f acquiringacommuni-
cationcodeneeddo begivenclearexamplesof meanings
pairedwith signalsin orderto beableto learnthe code.

Contet helpsmaturehearerso retrieve meaninggrom
signals. Hearersprocessutterancesn a combinedtop-
down andbottom-upmanner Top-dovninformationcomes
from whatis expectedin the contet of the speeckhsitua-
tion (which may alsoinclude hypothesesetrieved from
partsof the signal); bottom-upinformation comesfrom
the signal. Top-dovn processingenableshearersto re-
constructnoisy utterancesby filling in the detailsof the
wordsor phonemeshe spealer is likely to have uttered,
from contet-led expectations. Bottom-up information
enablesearergo fill in detailsof themeanings spealer
intendsto corvey beyondwhatmaybe expectedrom the
contet of the speechsituation, from knowledgeof the
communakode.

In normalspeectsituationsmeaningsarenotentirely
redundanti.e. predictablefrom context). Childrenlearn

thecoderelatingsignalsto meaninggrom obsenation of
normal speechsituations. But how canthey doit, if all
they obseneis theredundanpartsof meaningsThean-
swerseemdo lie in the factthatan elementof meaning
thatis redundanin onespeectsituationis not necessar
ily redundanin another The child canin principle be-
gin to acquirea codeby first acquiringa pairingbetween
constantlyobsenred partsof signalsandreliably redun-
dantelementf meaning.This partialknowledgeof the
codeenableghechild to engagén aprogressiely greater
amountof top-davn processingluringsubsequerabser
vationsof meaning-signapairs. The feasibility of this
stratgyy for learninga codeis testedby computersimu-
lationsof a languagdearningsituation. In this situation,
thereexists a prior code,usedby adults,who communi-
catenon-redundantessageto eachother andchildren
obsere this usage.Thelearningcurve for languagepro-
ducedby thesesimulationsresembledeaturesof actual
languageacquisition,in particularthe curve of vocalu-
lary gronth andthe leapin competenceassociatedvith
theso-called'syntaxexplosion”.

2 The modelandresults

2.1 Semanticrepresentations

Semantiagepresentationsrecommonto bothmotherand
child. They arein asimplepredicatdogic format,without



quantifiers but with embeddingof propositionsasargu-

mentsof somepredicates. Simple propositionscontain
eithera 1-placeor a 2-placeor a 3-placepredicategach
accompaniedy the appropriatenumberof arguments.
The argumentsn simple propositionsare constantspur-

portingto denotendividual peopleandthings. Examples
are:

sing(fiona)
love(bertie vemnica)
give(alice book,michael)

(I adoptthecorventionof giving semanticepresentations
in lower caseitalics.) The agumentsof all 1- and most
2-placepredicatesarealwayspersonahamesasarethe
1stand3rd argumentf 3-placepredicatesthe2ndargu-
mentof a 3-placepredicatealwaysdenotesaninanimate
thing. Further some2-placepredicatesake a wholeem-
beddedpropositionas2ndargumentasin

believe(max]ove(bertie vernica))

For practicalpurposesthe degreeof this recursve em-
beddingof propositionsnsideeachotherwaslimited dur-
ing the simulationsusuallyyielding a maximumdepthof
threepropositions.

Suchsemantigepresentationsrefully knownto both
motherandchild. In particular the child is ableto distin-
guish a semanticallywell-formed propositionfrom ary
otherassemblagef symbols.And, givenanunstructured
collection of atomic conceptg(i.e. individual agument
termsandpredicataerms),the child can,if it is possible,
constructwell-formedpropositionfrom them. Thechild
canalsodistinguishbetweerthe variousargumentslots;
hecan,for example,if requiredpuild apropositionwith a
designatedndividual termin a designatecirgumentslot
(e.g.'Agent’ or ‘Patient’).

In thesimulationgeportechere aninventoryof 1000
atomic conceptswas used, distributed as follows: 400
conceptsdentifyingpersons400conceptsdentifyinginan-
imate objects, 90 1-placepredicates 90 2-placepredi-
cates,10 3-placepredicatesand 10 predicatef propo-
sitional attitude (e.g. know) (also 2-place). For corve-
nience,theseelementsdid not have English mnemonic
labels. Given this large inventory of atomic concepts,
anenormoussetof differentpropositionaimeaningsvas
madeavailable.

At the beginning of simulations,only the motherhas
ary meansof public expressiorof thesesemantiaepre-
sentations.

2.2 The adult language

Thelanguagas storedin the headsof its adultspealers,
in the form of grammars.Eachindividual is capableof
storingthe samesetof rules. Simplelexical rulesspecify
mappingshetweeratomicsemantidermsandindividual

words,asin

fiona« fi ona
know< know
sing<« si ng
book« book

(By cornvention,wordsin the public languageare given
herein lower casetypewriter font.) It wascorvenientin
somesimulationsto useEnglishwordsto represenboth
a semanticconceptand its correspondingvord, but no
‘awarenessbf this relationshipwasavailableto the sim-
ulatedagentsthe relationshipbetweeratomicmeanings
andwordswasentirelyarbitrary

Grammaticatulestake theform showvn in thefollow-
ing examples:

PRED(ARG1)» FORML FCRM?, where
PRED+ FORM2
ARG1l+ FORML

PRED(ARG1ARG2ARG3)+
FORML be FORM2 -en to FORM3 FORM4, where
PRED++ FORM2
ARG1+ FORML
ARG2+ FORV4
ARG3« FORMB

(By corvention,uppercaseitalics areusedherefor vari-
ablesover semantiderms,anduppercasetypewriter font
lettersfor variablesover words of the public language.)
Now, to explainthe abose examplerules. Thefirst clause
of eachrule (upto the‘where’) specifiesatype of propo-
sition, in termsof the numberof its aguments,andthe
doublearrow expresseshe mappingontoatypeof word-
string. The subsequentindented,clausesexpresscon-
ditions on this mapping. For example,in the first rule,
a conditionis statedthat whatever semantiderminstan-
tiatesthe semanticvariable PRED must be mapped(by
otherrulesin the grammar)onto whatever form instan-
tiatesthe form variableFORM2. The conditionson each
rule form anunorderedset;all conditionson a rule must
be satisfiedfor a propositionto be mappedonto a word-
string. It will be notedthattheright handsideof the sec-
ond rule above containscertainnon-variableitems,be,
-en, to. Thesearegrammaticafunctionwords;in this
casebe and- en signify a passve constructionandt o
is amarker of indirectobject.

The motherknows 14 suchgrammaticalrules, rep-
resentinganalogue®f Englishintransitive, transitive ac-
tive, transitve passve, ditransitive active doubleobject,
ditransitve active dative, ditransitive passie doubleob-
ject, and ditransitve passie dative, eachwith a tensed
and an untensedversion. Examplesof particularsen-
tencegeneratedby theserulesare:

Meaning= ramble(gorge)



george ranble
george tense ranble

Meaning= love(john,mary)
john [ ove mary
john tense | ove mary
mary be | ove -en by john
mary tense be | ove -en by john

Meaning= give(maxjpook,zoe)
max gi ve zoe book
max tense give zoe book
max gi ve book to zoe
max tense give book to zoe
zoe be give -en book by nax
zoe tense be give -en book by max
book give -en to zoe by max
book tense give -en to zoe by nax

Meaning= know(suehate(maxjoe))
sue know max hate joe
sue know joe be hate -en by nax
etc.

It will benotedthat,atthesententialevel,themeaning-
form mappingis one-to-map. Althoughsententiapara-
phrasesxist, thereis no sententiambiguity; andthere
arenolexical homorymsandnolexical synoryms. These
aresimplifying factors. The form in which rulesare ex-
pressecheremakes no mentionof ary non-semantior
non-phonetici.e. autonomousyntactic)cateyories.This
is anothesimplification.In realitytheform-meaningair-
ingsthatconstitutea languagesystemare constrainedy
non-semanticategorizations gxpressiblg(in the simpler
cases)n the familiar grammaticaterminologyof Noun,
Verb, Adjective, Noun PhraseVerb Phraseandthe like.
In mary otherways, the grammarrules given hereare
very simpleand crude,by comparisorwith the rules of
mary linguistictheoriesor of mary NLP systemssuchas
machinetranslationsystems.The concernhereis to ex-
plorehow in principlegrammaticatulescanbeacquired
from highly incompleteinformationaboutmeaning. As
very few suchstudieshave beendone,it will be usefulto
startwith sucha simplegrammaticakchematism.

2.3 Mother speaksto child

In the simulations,at eachcycle, a whole propositional
meaningwas chosenat random. The initial choicewas
betweendepthsof embeddingwith depthsof 0, 1, and
2 being equiprobable.A comple propositionof depth
n (n > 0) wasalways a 2-placepredication,with one
atomicargument(identifying a person)andoneproposi-
tional, algumentof depthn — 1. For O-degree,i.e. sim-
ple, propositionsthechoicewasbhetweeri-place2-place
and3-placepredicationswith eachtypebeingequiproba-
ble. Oncea propositiontype hadbeenchosentheatomic

meaningontainedn themwererandomlyselectedrom
aZipfiandistribution,in whichfrequeng isinverselypro-
portionalto rank. Thusfor example,given 400 personal
namesthefrequencie®f thefirst andlast-ranledwerein
theproportionl to 1/400;given20 3-placepredicatesthe
frequenciesf thefirst andlast-ranledwerein thepropor
tion 1 to 1/20.

Having selecteda specific meaning,the motherse-
lected,againat random,a way of expressinghis propo-
sition, accordingto her internalizedgrammay outlined
above. For example giventhepropositiongive(maxpook,
zoe) the mothermight, with equalprobability, have ut-
teredary oneof the eightwordstringsgivenabove.

The child heardthe whole wordstring(unafectedby
ary noise),andwas also allowed to ‘obsene’ a single
atomic elementof meaningpicked at randomfrom the
proposition.For example,if the motherwereto saymax
tense gi ve book to zoe,thechildmightbegiven
the singleconceptmax The child wasalsogiveninfor-
mation aboutthe role which the given conceptplaysin
the original proposition,e.g. whetherPredicate Agent,
Patient, or Beneficiary Thus,asfar asmeaningis con-
cernedall the child received,with eachutterancespolen
to him, is a pair, suchasfor example( Agent,ma.

It isamatterof logic thatif achildis to acquireknowl-
edgeof meaning-forrmappingdrom experiencethenat
leastsomeinformationaboutmeaningmustbe available
from the contet of situation. From the viewpoint of the
messagb®eingcommunicatedetweerspealers,ary ele-
mentof meaningavailablefrom thecontext of situationis
redundantnformation.

2.4 Early lexical acquisition

At first, having no grammarof ary kind, the child could
notretrieve ary meaningrom ary utteranceéhatwasspo-
kento him. The simulatedchild wasendavedwith afa-
cility for storingmemorieof sentenceqairedwith their
associateffagmentof meaning Usingtheabove exam-
ple again,the child mightstore:

(Agent,max : max tense give book to zoe

Onanotherccasionhemighthearf i ona | ove nax,
and be given the semanticfragment(Patient, may, and
would thusstore:

(Patient,max : fi ona | ove nax.

Every sooften,thechild reviewedhis store,searchindor
casesn which a criterial numberof sentencegvolving
the sameconceptall containedhe sameword. Whenhe
found sucha case the child constructeda lexical rule of
thesort

max<» max



Having constructeda rule, the triggering storedmemo-
riesof sentence-concepssociationsredeleted.For the
experimentsconductechere, a criterial numberof 3 in-
stance®f sentencesontainingacommorword,wasenough
to give very reliable results. Very occasionally a run
would endwith alexical mistale, (i.e. alexical rule dis-
crepantwith his mothers grammarjaswhenthechild in-
ternalizedalexical rule suchas

geormge <> mary

This could happenif a significantnumberof sentences
aboutGeoge happenedo containthe word Mar y, but
suchoccurrencesvere very rare. Occasionallychildren
malke suchmistales,perhapgettingpeoplesnamesnixed
up.

The child was creditedwith special‘innate’ knowl-
edgeaboutunstressegrammaticafunctionwords(or func-
tional morphemes)suchast ense, passve-markingbe
and- en, andthet o signallingindirectobjects. It is to
be emphasizedhat the child was not creditedwith in-
nateknowledgeof the meaningsfunctionsor grammat-
ical distribution of thesewords. It was simply assumed
thatin the mothers outpututterancessuchwordswould
be unstressedandthe child did not countor heedsuch
unstresseavords when sunweying his store of sentences
associatedvith semanticfragments,for the purposeof
identifying criterially frequentcorrespondences.

In the simulations,if new lexical itemsare only ac-
quired by this early induction procedure the growth of
thechild’s vocalularyis slow. With a Zipfian distribution
of atomicconceptsyocahulary growth by this procedure
is closeto linear; if, unrealistically all atomic concepts
aremadeequiprobablethegrowth of vocalularyis faster
in early stagesput deceleratetater Thetwo curvesare
comparedn Figurel.
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Figurel. Vocalulary growth by earlymechanismLower
curveis with Zipfian distribution of atomicconcepts.
Uppercuneis with non-Zipfiandistribution of atomic
conceptsAveragecdbver10runs.

2.5 Acquiring grammar rules

As soonasthe child hasacquiredsomelexical rules,by
the ‘guessing’proceduredescribedaborve, he is ableto
retrieve moresemantidnformationthanbeforefrom sen-
tenceshis motherspeakgo him. Consideranexamplein
whichthechild knowsthethreeassociations

max< max
love« | ove
fiona« fi ona

Heis now givenasinput:
( Agent,fiona) : fi ona | ove nax

The child getsone conceptnamelyfiona, both from the
utteranceandfrom theredundantontext of situation,and
two moreconceptgrom the utterancetself, namelymax
andlove the child is alsoableto obsenre thatfionafills
the Agentrole. From this informationthe child is able
to constructa single propositioninvolving all and only
the presentecconcepts. The constructedoropositionis
love(fionamax)

Having unambiguouslyetrieveda whole proposition
from an utterancethe simulatedchild makesa bold in-
ductive leap from this instanceto a generalizatiormap-
ping all propositionalmeaningsof the sametype asthe
onereconstructedo correspondingentencesf thetype
from whichit wasretrieved. Thatis, from thetokenasso-
ciation

love(fionamax)« fi ona | ove nmax

thechild constructsa generagrammaticatule by replac-
ing the constantswith appropriatevariables,and listing
theconditionsonthisrulein termsof generalizationfrom
the particularlexical mappingsthat enabledretrieval of
this proposition. The semanticvariablesapply to posi-
tionsin theproposition.e.g. PREDICA'E,ARGUMENT
1, and the linguistic variablesapply to positionsin the
sentencee.g. FORM-1,FORM-2 In this casethe con-
structedrule would be:

PRED(ARG1,ARG2); FORML FORM2 FORMB, where
PRED+ FORM2
ARG1+ FORML
ARG2+ FORM3

This rule, acquiredfrom exposureto stringsand partial
meaningsis identicalto oneof themothersrules.

In constructingsucharule, thechild treatsrecognized
unstresseflinctionwordsasconstantsn thewordstring,
ratherthanasvariabledor whichconditionsontheirmap-
pingsto conceptanustbelisted. So, giventhe samevo-
cahulary asabove, if thechild hadobsened

( Agent,max) : fiona tense be |ove -en by



nmax
hewould have constructedherule

PRED(ARG1,ARG2) FORML tense be FORM2 -en
by FORM3, where

PRED+ FORM2

ARG1«+ FORMB

ARG2+ FORML

The “bold inductive leap” describedabore is obviously
asimplification. Probably asanaccounbf reallanguage
acquisitionby children, a statisticalelementneedsto be
added. Thatis, a child doesnot generalizefrom a sin-
gle example,but from a criterially sufficient setof exam-
ples. | suggesthowever, that sucha mechanisnof gen-
eralization,from particular(setsof) obsered utterances
pairedwith particular(setsof) reconstructedheaningsto
rulesstatinggeneralizationgver suchpairings,is at the
heartof grammaracquisition.Theclaimis thatchildrens
acquisitionof languagecentrallyinvolvesattempting to
understand, i.e. to retrieve meaningrom, whatis saidto
them, and generalizatiorfrom successt suchattempts.
Thisis not to dery thatotherfactors,suchasmoreelab-
orateconstrainton the form of grammarghanareenter
tainedhere,alsoplay somepart.

The2-placepredicationgxpressedby atransitve sen-
tence justillustrated,shavs the needfor ‘role’ informa-
tion to beavailableto thelearner If thelearnerknew that
the intendedmessagenvolved the three conceptsmax,
love andfiona, but did not know which of maxor fiona
wasthe Agent,hewould be ableto constructwo propo-
sitions, ratherthanjust one,from the obsenedutterance.
Thechild couldthennotsafelygeneralizéo aruleinvolv-
ing a singletype of proposition. Concevably, real chil-
drenareequippedwith someprior dispositionto assume
that wordsreferringto Agentswill tend,in ‘unmarked’
casesto appearearlierin a sentencebut sucha possi-
bility is not exploredhere.However, anotherstratayy for
deriving clearrole-assignmentms reconstructegroposi-
tionsis explored, asdescribedbelow, after a note about
reflexives.

A specialdifficulty existswith reflexive 2-placepred-
ications,suchaslove(max,max) in which the Agentis
identicalto the Patient. If an adultwereto expressthis
propositiorto achild with thesentenceax | ove nax,
with the child alsoableto obsere, say ( Patient,max),
tre child couldonly retrieve one(correct)proposition put
would neverthelesde able to infer two possiblegener
alizationsaboutthe grammaticalexpressionof 2-place
predications.In onegeneralizationthe Patientoccupies
thesentence-initiapreverbalposition,andhenceheAgent
occupiesthe sentence-finalpostwerbal position; in the
othergeneralizationthesepositionsof AgentandPatient
areswitched.Both generalizationgrevalid on the basis
of max | ove nmax meaninglove(max,max) but only
oneiscorrectformary | ove j ohn meanindove(mary

john). In thesesimulations this difficulty wasovercome
by the ad hoc device of not allowing the child to con-

struct grammaticalrules on the basisof examplescon-

tainingrepeatedoncepts(Kirby, in two forthcomingpa-

pers, also excludesreflexive propositionsfrom the data
usedby his grammarinducerfor exactly the samerea-
sons.)In reallanguageacquisition reflexive propositions
do not presentthis problem,as real languagesypically

avoid usingthe samecontentword (e.g. a propername)
more thanoncein a sentencepreferringinsteadto use
pronounsasin “Johnloveshimself’.

In thesesimulations,the only semanticinformation
givento thelearnerfrom the context of situationis a sin-
gle atomic concept,togetherwith information aboutits
role (e.g. Predicate Agent, Patient)in theintendedmes-
sage As explainedabore,thislatterinformationis crucial
in inducingrulesfor expressing?-placepredicationsBut
with 3-placepredicationsa similar problemarisesor the
learner which cannotbe solvedif only a single concept
is givenfrom the context of situation. For example,as-
sumethatthechild haslearnedhemeaning®f thewords
max, fiona, book andgi ve,andnow obseres:

(Agent,maX : max gi ve fiona book

The conceptanax, book, give andfionacanbe retrieved
from the utteranceby lexical lookup. Any proposition
involving justthesefour conceptsnustbea 3-placepred-
ication,andit is known from the context of situationthat
thefirst (i.e. Agent)argumentplaceis to befilled by max
But the assignmenbf book and fiona to the other (Pa-
tientandBeneficiary)argumentslotsis underdetermined
by the evidenceavailablefrom the utteranceandits con-
text of situation. Here, | invoke the prior knowledgeof
the child aboutthe selectionalrestrictionson a 3-place
predicatesuchasgive It is assumedhatthechild knows
thatthe Patientslotin ary suchpredications takenby an
inanimateobject,andthatthe Beneficiaryslotis takenby
aperson.As the child alsoknows thatbookis inanimate,
andthatfionais apersontheonly reconstructiblgropo-
sition from the given conceptds give(maxbook,fiona).
Having constructedhis proposition,the child makesthe
inductiveleap,asbefore to ageneragrammaticatulefor
theexpressiorof all 3-placepredicationdy awordstring
of thetypeusedin theobsenedutterance.

In the casessofar discusseda grammaticalule was
inducedon the basisof anutterancean which the learner
knew the meaningsof all the contentwords. It is clear
however, thatif thelearnerknows the meaningf all the
contentwords exceptone, and the meaningof this con-
tentword happengo be availablefrom the context of sit-
uation(anddoesnot repeatary of the meaningsalready
detectabldérom theutterance)thenapropositioncanalso
be unambiguouslyreconstructed Assume for example,
that the learneralreadyknows the meaningof f i ona,
but doesnotknow themeaningof si ng. He maynow be
given



( Predicatesing) : fi ona sing

From this, knowing that si ng is not a function word,
andthereforea contentword, to which someconceptual
meaningcanbeassignedthechild canconstructhepropo-
sition sing(fiona) andtheninducea generalrule for the
expressiorof 1-placepredicationsHerethe child hassi-
multaneoushacquireda new pieceof lexical knowledge
(thatsi ng meanssing), anda generagrammaticatule.

To putthis situationin termsof areallearnersexperi-
enceof realEnglish,it would belik e a situationin which
thechild knew themeaningf thenamef i ona, i.e. knew
to whomthatnamewascorventionallyattachedandalso
hada conceptof singingasanactiity involving a single
participant. Sucha child could distinguishin her men-
tal representationbetweena personsinging, and, say
a personhummingor jumping, but would not, as yet,
have learnedary word to expressthe conceptof singing.
Someonaow saysto thechild “Fionais singing”,in asit-
uationwherethechild canhearthatthereis somesinging
goingon (sayin the next room), but doesnot know who
is singing. Thechild is, furthermore madeawarethatthe
singingis whatthis utterances about. The child putsto-
getherthe knowledgethat someones singing, and that
an utterancehasjust beenmadeaboultthis fact, with the
person-concediona derived by lexical lookup from the
utteranceand concludeghatthe utterances corveying
themessagsing(fiona)

Simulationswere run with the grammarand lexical
acquisitionproceduresofardescribedwith 1000atomic
concepts distributed as describedearlier and with the
motherusing 14 differentgrammaticafulesto expressa
varietyof 1-place 2-placeand3-placepredicationssome-
timeswith whole propositioneembeddedsobjectsof 2-
placepredicatesWhile thelexical acquisitionproceeded
ataslow steadypaceasshovn earlier(Fig.1),theacqui-
sition of grammarruleswas, in termsof a proportionof
the total numberof factsto be acquired,relatively fast.
It is not possibleto malke a straightcomparisorbetween
therateof acquisitionof a vocahulary of 1000itemsand
the rate of acquisitionof just 14 grammaticakules (like
comparingheproverbialapplesandoranges)But, if one
plots the acquisitionof grammaticalrules on the same
graphasthe acquisitionof word-meaningsin termsof a
proportionof whatis to belearned(1000word-meanings
or 14rules),thenanimpressiorthatlanguageacquisition
involvesa“syntaxexplosion”is certainlyreinforced.This
is donein Figure2.
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Figure2. Vocahulary growth by earlymechanismand
grammargrowth. Lower curve is proportionof entire
vocahulary (1000items)acquired.Uppercurve shaws
proportionof grammarrules(14) acquired Averaged

over10runs.

(Seealatersubsectiorior anotheway of quantifyingand
shaving the syntaxexplosion.)

Up to this point, we have seentwo separatemech-
anisms: an early lexical acquisitionmechanismwhich
pavedtheway for the semanticallydrivenmechanisnin-
volvedin theacquisitionof grammaticafules.In thenext
section,| will describehow the acquisitionof grammat-
ical rules pavesthe way, in turn for further, and faster
acquisitionof lexical knowledge.

2.6 Later lexical acquisition

As soonassomegrammaticakules have beenacquired,
the meaningof a single new word in an obsened sen-
tencecan be inferredin one step, provided the context
of situationspecifiesit. With the early lexical acquisi-
tion procedurethelearnemeededo storemary different
recordsof utterancesintil noticingthatseveralutterances
aboutthe sametopic containedhe sameword. But later,
given somevocahulary, and grammarrules, the learner
canmale a partialanalysisof an obsenedutterancahat
containsa strangeword, andif the contet of situation
providesa conceptwhich noneof the known words ex-
pressest canbesafelyinferredthatthe nev word means
the given concept. This is the sameinferenceas was
involved in the last exampleof the previous section,in
which the learnersimultaneouslyacquireda nev gram-
mar rule and a new lexical entry After grammarrules
have beenacquiredtherearefar moreopportunitieghan
beforefor acquiringnew wordsandtheir meanings.

In thesesimulations two conditionswere compared.
In one condition, the grammasbasedmethodof lexical
acquisitionwas not turnedon; in the othercondition, it
was. The growth of vocahulary by the first methodonly
wasshawvn in Figurel (only the lower, flatter curve was
achievedunderrelatively realisticZipfianassumptionabout
the frequeng of conceptsin communication). The re-
sult of implementinggrammarsbasedexical acquisition
is shawvn for comparisonin Figure3. The uppercurve



shaws the acceleratiorof vocahulary growth after some
grammarhasbeenacquired.
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Figure3. Vocahulary growth by earlymechanisnflower
curwe),andwith aid from grammar(uppercurve).
Curvesshaow proportionof entirevocalulary (1000
items)acquired Averagedover 10runs.

Acceleratedrocalulary growth leadsin turnto faster
growth in grammay asa prerequisitdor acquiringa new
grammarrule is knowledge of the meaningof most of
thewordsin anutterance Theimpressie growth of syn-
tactic competenceén youngchildrenis hardto quantify.
Thefundamentabbsenationis that,afterabouttwo years
of age,childrenbegin rapidly to producemore different
typesof sentencelonger sentencesand more comple
sentencesn anattemptto shaw this overall effect, these
simulationssurweyedthe learners expressve capacityat
all stagedduring learning. This wasdoneasfollows. A
randomsetof 100 meaningsvaschoserat eachmeasur
ing stage,andthe percentagef thesemeaningswhich

thechild hadary way of expressingatall wascalculated.

Thiscanbethoughtof asameasuref semanticoverage.
Theresultsareshovnin Figure4.
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2.7 The"“stages” are unstaged

The exposition of this paperhasbeenin termsof three
phasesn languageacquisition:early lexical acquisition,

grammalacquisition andlaterlexical acquisition.Butthe
simulatedearneris preparedrom the startto follow ary
of theseproceduresyhicheveris possibleathis particular
stageof developmentfor the particularexampleat hand.
Theguidingprincipleis alwaysanattemptto understand,
to constructpropositiondrom the obsereddata. Where
the child happendo be ableto understandll the words
and the syntacticconstructionin an obsered utterance,
he will parseit and constructa propositionpresumably
reflectingthe messagéntendedby the spealer. But the
samechild, atthe same(or evena later) stagein life may
encounter totally new sentencewith all strangewords
andanunknavn grammaticaktructure.In this situation
hewill beforcedto fall backontheearlylexical acquisi-
tion procedureof storinga memoryof the utteranceand
whateverinformationthecontext of situationprovided,in
the hopeof later beingableto hearenoughrelatedsen-
tencedo infer the meaningof oneof thewordsinvolved.

3 Sometheoretical context

3.1 Unstressedwvords and function words

Building in a dispositionto treat‘unstressedivordsdif-
ferently, by notlookingfor conceptuaineaninggor them,
wasnecessaryasthe functionwordswerevery frequent,
and without this disposition,the child would inevitably
concludethata functionword ‘meant’ someconcepthat
justhappenedo bepartof severalpropositionsxpressed
by a string with that function word. This treatmentof
function words seemsreasonablywell motivated, as it
is establisheda) that the function wordsin naturallan-
guagesretypically unstressedind(b) thattherearesig-
nificantneurologicatorrelate®f thedistinctionbetween
functionwordsand contentwords (Tannenhaud, eiman
& Seidenbay1987;Besner1988;Cutler& Morris, 1988;
Matthei & Kean, 1989; Shillcock & Bard, 1993). An
alternatve to building in a dispositionto treat function
wordsspeciallywould be a certainkind of purelystatisti-
callearningmechanismpowerfil enougtto concludehat
very frequentwordsare not significantlycorrelatedwith
ary particularatomic concept. This alternatve was not
exploredhere.

3.2 Cross-situationallearning

The work reportedhereoverlapsin part with Siskind’s
(1996)substantiabndcarefulpaper Siskind's simulated
learneracquireghemeaningof aword by finding “some-
thing in commonacrossall obsened usesof thatword”

(41). Thepresenpaperappliesanessentiallysimilar, but

interestinglycorverseidea. In my simulations a learner
acquiresthe word for a conceptby finding somethingn

common(i.e. aword)acrossll obsenedutteranceabout
that concept. The basicideahasbeensuggestedeveral
timesin the literature,for exampleby Pinker (1989)and



Fisheretal (1994).Thepresenpaperlike Siskindsis an
attemptto modelthe basicintuitive ideamoreprecisely

Thepresentvorkis in severalwayscomplementaryo
Siskinds. Siskinds modelwasonly concernedvith vo-
cahulary acquisition,althoughhe alsomentionsthe con-
tribution that knowledge of grammarcan make to this
task. Siskind’s simulatedearnersare,unlike mine, given
several possiblecluesfrom the context of situationabout
whata word might mean.For Siskind's learner muchof
thetaskis in learningto eliminate possiblemeaningsof
words; my simulatedearneris givenmuchlessinforma-
tion aboutmeaningsbut whatheis givenis (in the simu-
lation) alwaysreliable.Siskind's assumptionaboutwhat
semanticcluesthe learneris givenare probablycloserto
realitythanmine.

Several previous computationalkstudieshave imple-
mentedsystemsn which lexical acquisitionis aidedby
aknowledgeof grammar TheseincludeBerwick (1983),
Granger(1977)andJacobsandZernik (1988).

3.3 Dochildrenlearn rules?

This studyhastreatedgrammaiacquisitionastheacquisi-
tion of specificgrammaticatulesfor particularconstruc-
tions, suchas actives, passies, dative-shiftedconstruc-
tions,andsoon. Clearly asary linguistknows, the most
economicalay to statethe grammaticaffactsof a lan-
guageinvolvesgeneralizatiorover what have herebeen
treatedasindividualitemsof linguisticknowledge hamely
grammaticalrules’. Differentlinguistictheorieshave dif-
ferent preferencedor the bestway of capturinggener
alizationsover the ‘rules’ of a language. GPSG(Gaz-
daretal., 1985), for example,usesmetarulesithe Prin-
ciples and ParameterdChomsly, 1981) approachuses
parametessettings. | believe it is still an openquestion
whetherchildrenactuallyacquiresuchcompressedepre-
sentationsasaretypically soughtafter by theoreticalin-
guists. Thereis no spaceto discussthis complex issue
here.

3.4 Degree-Olearnability

Lightfoot (1991) hassuggestedhat a child canbuild a
knowledgeof complex grammaticakentencesn the ba-
sisof triggeringexperienceahatonly involvessimplemain
clauses.Knowledgeof principlesof grammaticakubor
dinationcomesfor free. In fact, the simulatediearnerin
thepresenstudyalsoendsupwith aknowledgeof how to
expresscomplec embeddegropositionsgventhoughthe
grammarrulesthat he hasacquiredwere only ever trig-
geredby exposureto simple (degree-0,non-embedded)
sentencesThisis becauséehe child is creditedwith prior
knowledgethat one propositioncanbe embeddedn an-
other as an argumentof a certainkind of predicate,a
predicateof propositionalattitude,suchas know or be-
lieve To thelearnerin this study the embeddegbroposi-
tion is simply an argumentof a predicatewhich happens

to beaproposition.
Having acquireda rule for expressing2-placepredi-
cationssuchas:

PRED(ARG1ARG2)< FORML FORM2 FORMB, where
PRED+< FORM?
ARG1« FORML
ARG2¢> FORMB

the learneris ableto treatthe condition on the expres-
sion of ARG2asapplyingto whole propositionsno less
thanto individual words. The doublearrow in the rule
simply meansis mappedy thegrammaro”. Theabove
rule canhave beenacquiredsolelyonthebasisof simple,
degree-Osentencedjke Berti e | oat he Chester,
but, given this rule (and the necessaryocalulary) and
othergrammarulespertainingonly to simpleclausegsuch
asarule for passie sentences}he learnerin thesesim-
ulationscannow producecomplex examplessuchasthe
following:

Meaning= know(maxsee(bill,fred))
max know bill see fred
max know fred be see -en by bill
bill see fred be know -en by nax
fred be see -en by bill be know -en by
max

In caseit is not obvious, the last exampleis intendedto
parallelthe grammatical,if highly stilted, English sen-
tence‘That Fredwasseerby Bill wasknown by Max”.

3.5 Ciritical period for languageacquisition

Much hasbeenwritten aboutthe critical periodfor lan-
guageacquisitionfrom Lennebeg (1967)upto oneof the
mostrecentcollections(Birdsong,1999). A brief com-
mentwill suflice here.

Thesimulatedearnerin thepresenstudydoesalot of
work in processingeachobsenred utterancesarlyin life.
As lexical andgrammaticaknowledgegrows, lesswork
is involvedin the processingf individual utterancesPut
simply, in the early stagesthe child is simultaneousl|yat-
temptingtwo tasks. He is trying bothto understanéind
to learnlanguagdrom obsened utterancesBy thetime
hehasacquiredhefull lexiconandgrammayno moreef-
fort in learningis necessaryandeachutterancds simply
parsedby the acquiredgrammar In the computerpro-
gramimplementinghesesimulationsthechild’sfirst op-
tion wasalwayssimply to try to parseaninput utterance
with existing rules. Only if this failed did the child at-
tempta secondstrat@y of testingto seewhetherthe ob-
stacleto constructinga propositionfrom the meaningof
the known words was a single unknovn word or a sin-
gle unknovn grammarrule; if so, the child inferredthe
necessaryexical entry or grammaurrule. If, in turn, this
strateyy failed, thenthe child resortedto the brute-force



mechanisnof storingtopic-sentenceairingsandsubse-
guentlyreviewing the storedpairings,asdescribed.

As a humanlearnsherlanguageit becomedessand
less necessanto keepthe dedicatedlanguage-learning
machineryactive. From an evolutionary point of view,
it would not be surprisingif thefacility to respondo in-
comprehensibleputwitheredaway afterthe stagein life
whennormallanguagecquisitionis complete (SeeHur-
ford, 1991; Hurford and Kirby, 1999, for somedetailed
discussiorof this.)
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