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General Terms

Theory, Algorithms.

1. INTRODUCTION
The aim of our research is to understand and automate the

mechanisms by which language can emerge among artificial,
knowledge-based and rational agents that interact in open,
heterogeneous, and distributed environments. We want to
design and implement agents that, upon encountering other
agent(s) with which they do not share an agent communi-
cation language, are able to initiate creation of, and further
able to evolve and enrich, a mutually understandable agent
communication language (ACL). Unlike the approaches that
seek to centrally design a communication language before
hand, like KQML and FIPA, we want to give the agents
themselves the ability to enrich and evolve a language that
best suites their needs.

We define communication as the phenomenon of one agent
(speaker) producing a signal that, when responded to by
another agent (hearer), confers some advantage (or the sta-
tistical probability of it) to the speaker. This definition is
supported by numerous approaches to study of communi-
cation in cognitive science and linguistics [5, 7]. Simply,
the communicative act must be purposeful and beneficial to
the speaker, or else a rational speaker would not bother to
produce it. Using the the framework of decision theory, a
communicative act must lead to an increase of the speaker’s
assessment of it’s own expected utility.

Our research builds on results of our previous work [8,
10, 9, 11, 16, 17] on coordination and on value of commu-
nication, but addresses the issue of language creation and
evolution. Given that the ability to communicate can be
advantageous, the agents may want to enrich their commu-
nicative capabilities, if they are insufficient. For example, if
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two interacting agents do not share a common agent com-
munication language, it may be in their interest to initiate
creation and enrichment of a common ACL to allow mu-
tually beneficial communication. This is the driving force
behind the evolution of linguistic competence: Improving
communication allows the agents to interact more efficiently,
and conveys an advantage which can be quantified as an in-
crease in the agents’ expected utilities. This approach com-
plements one taken by Luc Steels [26] in which agents, play-
ing a “language game”, are directly rewarded for successful
communication, rather than the reward being assessed by
the agents based on how communication helps them solve a
task at hand.

We propose that initiation and enrichment of an agent
communication language can be accomplished by the mech-
anism of negotiation, developed in the fields of economics
and game theory [20, 21], and automated in recent work in
artificial intelligence [13, 24, 25]. We think negotiation is a
suitable mechanism because the elements of the formal the-
ory of negotiation can be precisely mapped to the settings in
which rational interacting agents could use communication
for their mutual, yet selfish, benefits. On the one hand the
agents can make mutually beneficial agreements that will
allow efficient communication, but on the other hand, they
have a conflict of interest about which language constructs
to use – each would prefer a communication language that
is easier and less costly to use from their own individual per-
spective. The fact that negotiation over language is isomor-
phic to formal settings of negotiation and bargaining allows
us to take advantage of numerous results describing equi-
libria, convergence, efficiency and stability known in game
theory.

In proposing negotiation as the mechanism of language
evolution we are also motivated by richly analyzed accounts
of language development among humans that have to inter-
act with others coming from different linguistic backgrounds
(see [2, 18, 19] and references therein). Under such circum-
stances people were found to create a primitive language,
called pidgin, and further enrich it to more syntactically
sophisticated creole. During this process, people are fre-
quently said to negotiate among themselves the lexicon
and the rules of grammar that become accepted as a part of
a shared communication language. Our effort presents a way
of formalizing the process naturally occurring among people,
and uses the resulting formal model to enhance capabilities
of artificial agents.

As a point of departure, our work makes a number of as-
sumptions about the agents involved. First, the agents we
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are interested in are knowledge-based. This means that they
have a representation of facts about the world, expressed as
a set of sentences in some (hopefully well defined) knowl-
edge representation language (KRL), for example first order
logic, description logic, Classic, KL-One, probabilistic logic,
or similar [3, 4, 22]. The fact that agents, operating in an
open multiagent environment, may encounter other agents
equipped with a different KRL is the main motivation of
our work. In such cases the agents cannot simply use their
KRL’s to communicate with each other, and the issue of
evolving a commonly shared ACL arises.

Second, the agents are purposeful. This means that the
agents have well defined goals, i.e., the precise description
of states of the world they are trying to bring about. The
possibility that agents may have different goals brings up the
notion of self-interested agents, which we allow. We further
allow a more expressive representation according to which
an individual agent’s purpose, or preferences, are expressed
in terms of a utility function, as postulated by the utility
theory [22, 27].

Third, the agents are rational. This means that the agents
perform actions chosen so as to further their preferences, or
goals, given what they know. We follow the operational-
ization of rationality postulated by decision theory [6, 22],
according to which a rational agent executes the action with
the highest expected utility.

Finally, we make some simplifying assumptions about the
agents’ shared ACL that is to evolve during the interactions.
The grammar of the ACL will be assumed to be context-
free, and the language itself to be free of ambiguity. Indeed,
ambiguity tends to decrease the expected values of messages,
and there are good indications [12] that semantic ambiguity1

and attachment ambiguity2 can be avoided. Also, it has
been shown [14] that context-free syntax, likely with no more
than two dozen productions, is powerful enough to perform
a vast majority of communicative tasks needed in a human
language.

2. OVERVIEW OF THE DESIGN
The agents we consider are endowed with a knowledge

base (KB) and can make decisions about what action to ex-
ecute based on their expected benefits. If they decide to
communicate, then the speaker needs to use a translator
to convert a sentence from its knowledge representation lan-
guage into a mutually understood agent communication lan-
guage. If the speaker succeeds in this KRL to ACL transla-
tion task, it uses a mutually shared communication channel
to execute the communicative act. The hearer uses its own
translator to translate the received message from the ACL
into its KRL, and incorporates the information into its own
KB. It may happen that a potential speaker finds that some
piece of information is worthwhile to transmit, but it cannot
be expressed in the shared ACL, because the ACL is not ex-
pressive enough or it is nonexistent all together. The failure
of the ACL–KRL translation signals to the agents that their
ACL could be enriched to the agents’ mutual benefit. They
can engage in negotiation which, if successful, results in new

1More than one terminal label per meaning, or more than
one meaning per terminal label.
2Take a phrase “Little girls’ school”; due to attachment am-
biguity it is unclear whether the adjective “little” modifies
“girls”, or “school”, or, possibly, both items.

elements (lexicon or rules of grammar) being added to the
ACL.

The evolution of the agent communication language in-
volves building up its lexicon (resulting in “pidgin”), as well
as equipping its grammar with more powerful rules (i.e.,
creolization.) In our approach, both processes involve nego-
tiation taking place between cooperative but self-interested
agents [13, 15, 23, 24]. The agents are cooperative since it
is in the interest of both of them to be able to communicate
and reap the benefits more efficient interactions. However,
they are self-interested and prefer agreements that are less
costly to implement from their own perspective. The details
of the design, the negotiation mechanism used, and the pre-
liminary relsults can be found on
http://www.cs.uic.edu/ piotr.
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