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We examine the social prerequisites for symbolic commutioiedy studying a language game
embedded within a signaling game, in which cooperation ssixte but unenforced, and agents
have incentive to deceive. Despite this incentive, and eviéim persistent cheating, naming
conventions can still arise from strictly local interactp as long as agents employ sufficient
mechanisms to detect deceit. However, unfairly antagonsitategies can undermine lexi-
cal convergence. Simulated agents are shown to evolve relations simultaneously with
symbolic communication, suggesting that human languagd net be predicated upon exist-
ing social relationships, although the cognitive capafitysocial interaction seems essential.
Thus, language can develop given a balance between restrdéteption and revocable trust.
Unconditional cooperation and outright altruism are natassary.

1. The Reciprocal Naming Game

Sociality is generally regarded as a prerequisite for syimbmmmunication
(Steels, 2008), but given the pressure of natural seledtiene remains the ques-
tion of how honest communication can be evolutionarily Eathen individuals
might gain an advantage by deceiving others (Dessalle®)200hunter-gatherer
societies, imparting personal knowledge to others abautdabation of food can
be of negligible cost and may bring extra benefits if collaion is required to
harvest the food, or if the other individuals are likely tour@ the favor at a later
time (Knight, 1991). Reciprocity has been put forward as ahmeism that suf-
ficiently elicits altruism directed at unrelated individsigiven Darwinian con-
straints, as long as individuals encounter each other tegiyaver the course of
many interactions, and are exposed symmetrically to oppies for altruism, as



in the prisoner’s dilemma strategy game (Trivers, 1971 h\itit-for-tat policy,
a player remembers each opponent’s previous action so dlogecation is only
directed towards those who did not defect in the previolesaution, and this has
been shown to foster reciprocity because it is punishindorgiving (Axelrod &
Hamilton, 1981). Thus, we present a computational modelevimglividuals can
recognize each other, keep a record of cooperative behavidrdirect their own
altruistic behavior towards those who previously offeredgeration.

We combine two well-studied models, the Naming Game and itpeaBing
Game, to make th&eciprocal Naming Gamevhich we use to study the inter-
action between optional altruism and the emergence of slientmmmunication.
The Naming Game (Steels, 1995) was introduced as a minimaéhfior studying
the conventionalization of names in a population of agersisg only peer-to-peer
interactions. The goal is to develop globally accepted ngnesbnventions from
only the sum experience of many local interactions. The @&aWwSobel model
of strategic information transmission (1982) defines a &ligg Game, which is
a two-player strategy game in which the players communigsiteg signals. For
convenience, we denote te@gnaleras S, and thereceiverasR. S is better in-
formed thanR, with private informatiort about the environmentS' transmits a
messagen to convey either, or something misleading. Based o1 R takes an
actiona that determines the payoff for both playersSladopts a strategy of lying
aboutt, thenR adapts by ignoring information im.

In the Naming Game, the speaker utters a word to best coneeitbnded
referent to the hearer. But in a Signaling Game, the signeded not transmit
m = t. We create a single game out of these two by presenting tweerda
randomly chosen out of the population in each iterationhwitcontext of two
items, one of which is thearget and the other distracter S has access to this
information, but may choose either item as the referent.s Bituation can be
conceived as a shell game, where a set of shells forms thextpand a dealer
has hidden peaunder one of the shellg? is like a player who places a bet, and
wins by correctly guessing which shell contains the p&ds a third party that
may act as an informant and truthfully indicate the targeRfan which caseS
takes a share a®’s winnings. Or,S may act as a shill by indicating the distracter,
and receive a payment from the dealeRifjuesses incorrectly. S® may usemn
to deceive and? must decide whether to believe. This interaction scheme is
similar to that of the regular Naming Game, but without fesdbfrom explicit
pointing. With the Reciprocal Naming Game, the signalentended meaning
is never revealed to the receiver. Adding this layer of utadety preserves the
privacy of the players’ choices whether to cooperate oratefe

The remainder of this paper studies the Reciprocal Namimpesawe first
introduce a minimal agent architecture needed to play tineegand then some
different strategies. Next we report on the result of corapiahal simulations that
examine key questions about the social prerequisites absliocommunication.



2. Agent Architecture

To remember object names, each agent is equipped wikieal memoryas-
sociating words with meanings and scores. Multiple lexieotries may share
the same word or meaning, and these competing conventionsecardered by
preference according to their score. Scores are governdaténal inhibition,
that is, incremented following successful usage and desnésd following failed
interactions, or the successful use of a competing asgmtiabroup coherence
represents agreement in the population, and this is surnetdoly a group lexicon
of the most widely accepted words, but this measure is onbywkrto an external
observer. The agents themselves receive only local infioma

To identify other agents in the population and to record imev experi-
ences, each agent also hasacial memory associating each other individ-
ual with a rating. One agent camgard another with the intent to cooperate,
regarda;, ax) = 1, or with the intent to defect, regakd;, a;,) = 0. Two agents
that regard each other in the same way shattual regard regarda;, ai) =
regardas, a;), but otherwise their relationship ée-sided

The outcome of one iteration of the Reciprocal Naming Ganpedds upon
three binary parameterss, ¢, andar. The actions of the signaler and receiver are
as andag, where cooperation and trust are coded as 1, and defectibdisivelief
as 0. The predicateindicates whetheR comprehended the message correctly.
A fourth valuep depends on the other three, and indicates whettarccessfully
located the pea, which can occur on purpose or by accidgmnading onc. Sop
is set like an even parity bit, with = 1 only when an odd number of the bits
in {as,c,ar} are 1, and this collapses the eight possible combinatidogaur
distinct outcomes. These outcomes are summarized by thudf pastrix,

| p=1 p=0
S cooperates;s =1 | 0.6,0.6 0,0
S defectsps =0 0,1.0 1.0,0

whereu denotes utility, and each entry gives, ur. Note that is used to decide
the payments instead efz, since the dealer aR only pay S based on the final
outcome of the shell game.

Three levels of information govern the players’ knowledgetionsas and
ag are keptprivate by each player. The resuyitis publicinformation, displayed
to both players, but the resultis not revealed to any player; it is known only
by virtue of experimenter inspection. Players cannot inspach others’ internal
processes, so they cannot know for certain whether theiorgts cooperate or
defect. Neverthelessy and R can each estimate the action of the other, given
knowledge of their own actions, and their observatiop.of

For an agent-knowledge formulation of the Reciprocal Nan@ame, as well
as further results not presented here,lsg@://arti.vub.ac.be/ “emily/msc/.



3. Player Strategies

Under the general condition ofomplete reciprocity the signaler chooses
as = regardS, R) and the receiver chooses; = regardR, S), in accordance
with tit-for-tat. An empty strategwas implemented to refute the null hypothesis,
which would be that cheater detection has no effect on tHigyatii the population
to agree upon lexical conventions. In this conditidnbehaves as above? as-
sumes that the targét m, but if R cannot interpretn, then it looks for the pea
under a random context item. In another condition with grdytial reciprocity,
we relax the requirement thaty = regardS, R). Instead we allowus = 0
even when rega(d, R) = 1, by introducing a constarfdirnessparameterf for
each agent. Aair agenthasf = 1.0, and behaves with complete reciprocity.
Whenf = 0, the agent acts asfeee rider, and always defects when playing®s
although it can still choose to believe the signaler whegiptpasR.

The agents also employ specified strategies for updatingrtteenories. For
the lexicon, both players promote the association that weatieal in the inter-
action when they have received a nonzero reward, and theptdesssociations
resulting in zero payoff. With ahort-term memorgtrategy, associations reach-
ing the minimum score threshold are deleted from the lexibahsuch entries are
kept when usindong-term memory

Updates for social regard are less symmetric. The sigsadele criteria for
updating its regard foR is whether or not the receiver chose the object that was
intended, thus’ assumes = 1. Whenag = 1, the intended object is the target,
and whenag = 0, it is the distracter. So the receiver’s choice matchesitpe s
naler’s intention whep = ag. The receiver considers the sizewgf to estimate
whether the signaler cooperated in the interaction. Astilted by the payoff
matrix, R can sometimes dedueandag, givenag andp. Whenug = 0.6, itis
certain thatus = 1, even if R did not cooperateR responds by cooperating with
S next. Whenur = 1.0, both players defected, articontinues to defect against
S. Whenugr = 0, R cannot be certain aboug, and responds by modifying its
regard forS by a bit-flip, since the payoff was not favorable.

4. Experimental Results

Figure 1 shows a Reciprocal Naming Game with ten objects amédgents us-
ing short-term memory. Measures are shown as running a@eraggures 2-5
are meant to be read in direct comparison to Fig. 1 (and so liagg been
simplified, and afforded less space; complete color vessitan be viewed at
http://arti.vub.ac.be/~emily/evolang7/). In successful systems, an initial
lexical explosion due to the rapid invention of new wordsdidiwed by an ap-
proach towards high group coherence and communicativeesa@s the lexicon
becomes more efficient. Even under the more challengingittonslof the Recip-
rocal Naming Game, the agent population is capable of ragatomplete agree-
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Figure 1. Lexical agreement is not hindered by cheating imalation where the agents employ tit-
for-tat and have short-term memory. The lexicon becomeasiaptind stable after 5,000 games, with
complete group coherence fixed at 1.0, and lexicon size a&d@municative success is near perfect,
but fluctuates just below 1.0. Reciprocating relationshigssplit about equally, and fluctuating.

ment on a set of lexical associations, despite the persisi@imutually defecting
pairs. However, communicative success remains less théechesven when co-
herence is full, due to homonyms that are propagated fatigwyames where:
was misunderstood. Because of the lack of pointing, agemtaat distinguish
between a a zero payoff due to failed communication, andahesesult due to a
defecting partner. Thus communicative success and s@t&lanships fluctuate
continuously as a result of lexical inefficiency.
We now examine the importance of sociality by discussing foajor issues:

4.1. Retaliation allows deception to be tolerated

In Fig. 2, R employs the empty strategy and simply assumes $hiattruthful,
while S follows tit-for-tat. Coherence is not realized becauseméspreted mes-
sages pollute the lexicon with many homonyms. Even thougliritial popula-
tion is fully cooperative R guesses randomly when it does not kneyvand this
introduces uncooperative regard into the system. So agmaecan form when
the agents are equipped retaliate, as they are in Fig. 1,diuhrFig. 2. This
clearly rejects the null hypothesis since the populatidg davelops group coher-
ence when the receivers, as well as the speakers, followieymdlreciprocation.
Therefore lexical convergence depends not upon a comglekedf deception,
but rather upon balance between deception and the abiligtiect it. Given this,
individuals can direct their altruism accordingly. But@nR cannot always de-
duce the true value afs, it seems even an approximation of the speaker’s honesty
suffices. Thus, cheater detection is essential, even ifatlible.



4.2. More memory preventsthe death spiral

One weakness of tit-for-tat, cited for the iterated prig@ngdilemma, is the prob-
lem of the death spiral in noisy environments, where a singitake can destroy
a mutually cooperative relationship (Axelrod & Hamiltor@81l). The Reciprocal
Naming Game tends to resist this pitfall since the true astios andag, remain
private, and players must deal with doubt when estimatiegdhvalues. Coop-
erative relations become even more robust with long-texicd memory, when
obsolete associations remain accessibl& tior interpretingm. This increases
the chance of comprehension, and suppresses defectisg@aiuch lower num-
bers, as shown in Fig. 3. The time to reach convergence dautlé mutually
cooperative relations are more constructive and stabte sinshared reward re-
sults in synchronous score promotions, while defectiotuglly guarantees that
the players will make mismatched lexical updates.

4.3. Limited numbers of freeriders are bearable

Figure 4 shows that a population mostly composed of fair tgesn accurately
retaliate against a single free rider. But retaliation Imees less effective as the
number of free riders grows, as shown in Fig. 5 where coherensignificantly
more difficult to achieve, and unstable. Free riders defrant the common good
in total utility, since mutually cooperative interactiobsnefit from a 0.2 bonus.
The advantage of the free rider strategy depends on how nthayagents in the
population are following the same strategy. Individualitytis best served by
taking part in the majority, that is, to cease reciprocatuhgn there are more free
agents than fair agents in the population.

4.4. Reciprocation produces coherence in spite of deception

While the agents never form explicit agreements, each &gpatsonal utility
depends on its ability to establish reciprocal relatiopshiActing without reci-
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Figure 2. Agents perform at random whBrhas Figure 3. Defection is suppressed when agents
no strategies for detecting deceit. Lexical agreeave the added capacity of long-term memory.
ment under these conditions is not possible.  The learning curve compares with that of Fig. 1.



procity is costly. Cooperating with a partner who defecwutis in the sucker’s
payoff. Defecting against a partner who cooperates presléuture cooperation.

But we must distinguish between failing to reciprocate ahdosing not to
cooperate. If two agents have established a pattern of teghegautual defection,
then they receive roughly equal cumulative payoff. In a egnse player sacri-
fices itself in each interaction, to provide the other wittaage reward, and they
take turns doing this since roles are randomly assigneds Why, cooperation
takes place not within each interaction, but over the coaofsaultiple interac-
tions, emerging from tit-for-tat.

The level of information sharing found in human language sigggests that
speakers must be motivated to share personal knowledgenhy dmect payoff
(Scott-Phillips, 2006). In the context of the ReciprocahMiag Game, a speaker
can be seen to derive utility from the propagation of its ovardg, because later
in the receiver role, this agent will deal better with theiabsituation when it is
able to interpret the linguistic situation. Ostensiblyyduld be every agent’s goal
to avoid coherence with unfair partners if coherence renderagent vulnerable
to deception perpetrated by shared words. But coherenddlmars to personal
utility when cheaters can be detected, and this supportgecgance in the face
of deception. Although an opponent might use a word to decance, the word
cannot be used against the same agent to cheat repeatdtdynifeaning of the
word is shared, since an agent who has been deceived wilkehoadisbelieve
the message in the next round, if playing by tit-for-tat. $ho the long run,
comprehension of messages elevates receiver performboee ehance, and it is
in an agent’s interest to share the words it knows, and tm Igrer words spoken
by other players. This way, the group lexicon serves as aaeobl and as a
sort of social contract, especially because it would beddiffifor a single agent
to deviate unilaterally from the agreed naming conventidnsthis system, the
language remains a constant fixture because the opportientiyandish it for
deceit is no greater than the opportunity to engage it fopecation.
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Figure 4. With only one free rider, lexical agred-igure 5. With three free riders, the ability to
ment and stability nearly matches Fig. 1. build agreement becomes greatly diminished.



5. Conclusion

In simulations guided by a model of selfish communicationexgerimented by
endowing agents with a tit-for-tat policy, as well as sonteeopolicies for guiding
altruistic behavior. With tit-for-tat, the agents’ selfigss did not impede lexical
agreement. But without sufficient reciprocation, decepficevented consensus.
These simulations show that peer-to-peer negotiation wieations in language
games remains viable in a social environment where decefgiprevalent, as
long as a socially-informed mechanism governs the agehtites between co-
operation and deception. Bootstrapping a symbolic sysfesaramunication can
even occur in parallel with the formation of trust relatioftis demonstrates that
trust need not be permanent or unconditional for commuioicad develop and
remain stable. Rather, reciprocity may serve as a proxydoehty.
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