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Abstract

This paper presents a new experiment that has
been carried out in the context of the research
on the origins of language that is going on at the
Free University of Brussels. Two mobile robots
ground time series of motor commands into cate-
gories. The categorization is based on the theory
of phase space reconstruction and learning by gen-
eration and selection. Besides the categories, the
robots try to develop a lexicon. Lexicon forma-
tion occurs within the concept of language games
in which agents can communicate about a topic
and try to develop a coherent communication sys-
tem. Again this is learned by generation and se-
lection. The paper concludes that although the
categorization works fine, the success of the lexi-
con formation is still unsatisfying.

1. Introduction

How does a communication system develop? This is
a question that interests researchers already for many
centuries. Recently the question can be investigated
empirically by using robots. This paper presents one
of these recent investigations. Before the above ques-
tion is discussed, it should be clear what communica-
tion system the robots try to develop and how. The
communication system they might construct could be
tactile (as in (Barnes et al., 1997)), but a language-
like lexicon may be more useful if the robots need to
work with generic tasks. Such communication systems
have already been developed (Billard and Hayes, 1997,
Yanco and Stein, 1993). But in the work of Billard and
Hayes a part of the lexicon has been preprogrammed.
The work of Yanco and Stein heavily depends on a hu-
man instructor. From a scientific point of view it would
be more interesting if the robots could ground the lan-
guage system themselves.

This paper reports a new experiment in which two
robots try to develop a symbolic ontology about actions
they can perform in a coordinated task. Additionally,
they try to construct a language-like communication sys-
tem that can help the robots in performing this task.
The paper reports preliminary results of this experiment.

In the past few years, research at the Artificial Intel-
ligence Laboratory of the Free University in Brussels fo-
cuses on the origins and evolution of language and mean-
ing, for an overview see (Steels, 1997). The approach is
that both language and meaning are viewed as complex
dynamical adaptive systems as proposed by Luc Steels
(1996a, 1996b). Language, for instance, is complex be-
cause there is a huge expressibility in the system. Fur-
thermore, there is no language user that has complete
competence of or control over the language. Language
is a dynamic phenomenon because the language itself,
its users and environment change over time. The fact
that language users change the language according to its
changing needs makes the language adaptive. From the
hypothesis that language is a complex dynamical sys-
tem it follows that the language could arise through self-
organization, see e.g. (Prigogine and Strengers, 1984).
The models that are used are similar to those
used by (Werner and Dyer, 1991, McLennan, 1991,
Kirby and Hurford, 1997) and (Oliphant, 1996). An
overview of research in this field can be found in
(Hurford et al., 1998).

In previous experiments a lexicon has been grounded
by mobile robots on perceptual sensory information
(Steels and Vogt, 1997, Vogt, 1998a). In these experi-
ments it has been observed that the feedback systems
used were not sufficient for learning a completely co-
herent lexicon, so that the performance in the com-
munication stayed poor. Furthermore, other work
(De Jong, 1997) suggested that it might be useful to
ground a lexicon within a coordination task. In this
paper work is presented on a preliminary study in which
following a robot is the coordination task. While fol-



lowing each other, the robots try to develop a lexicon
about the actions the robots perform through the motor
commands the robots give to their motors.

When physical robots have to develop a lexicon,
they have to ground symbolic meaning from non-
symbolic sensorimotor information. This problem has
been addressed as the symbol grounding problem by
(Harnad, 1990). Many attempts to solve this problem
have been made on real robots. The problem is especially
hard for categorizing time series of sensorimotor informa-
tion, relating to this problem it is interesting to note the
work of (Tani and Nolfi, 1998, Billard and Hayes, 1997)
and (Rosenstein and Cohen, 1998). Tani and Nolfi use a
mixture of Recurrent Neural Networks to categorize the
sensorimotor flow in a navigation learning task. Billard
and Hayes use a dynamic reccurent associative mem-
ory architecture (DRAMA) to categorize the sensori-
motor flow of the robots. Rosenstein and Cohen use
the method of delays for the categorization. The sym-
bol grounding problem has also been tackled on real
robots at the AT Lab in Brussels (Steels and Vogt, 1997,
De Jong and Vogt, 1998) and (Belpaeme et al., 1998).
The work presented here combines the work of
(Billard and Hayes, 1997, Rosenstein and Cohen, 1998)
and (Steels and Vogt, 1997).

The remainder of the paper is organized as follows.
In the next section the experimental setup is described.
The categorization is explained in section 3. In section 4
the lexicon formation is explained. Section five presents
the experimental results. The results are followed by a
discussion in section 6.

2. Follow me games

The experiment described here is based on three pre-
vious experiments. (1) The experimental setup is in-
spired by the work of (Billard and Hayes, 1997), where
one student robot learned a lexicon through imitat-
ing a teacher robot. In the experiment of Billard
and Hayes, the imitation task of the student was to
follow the teacher. (2) (Rosenstein and Cohen, 1998)
describe an experiment where robots grounded con-
cepts (or categories or meaning, as will be referred to
here) from time series. (3) The creation and learning
part of the categorization and the lexicon formation is
based on the work by (Steels, 1996a, Steels, 1996b) and
(Steels and Vogt, 1997).

In the experiment two LEGO robots are used (see figure
1). Both robots are equipped with a bright halogen light
on the back, two light sensors on the front, two front and
two back bumpers, an infrared module, a radio link, two
motors each connected to a wheel and a sensorimotor
board (SMBII). The light and the light sensors are used
so that one robot can follow the other using phototaxis.
The bumpers and infrared module are used for obsta-

Figure 1: The two robots that are used in the experiments.
In a follow me game the leading robot that carries a bright
light is the speaker. The second robot (the hearer) can follow
the speaker using phototaxis.

cle avoidance. The radio link is used for both linguistic
and non-linguistic communication. The motors drive the
wheels and therefore the motion of the robot. The robots
are completely autonomous, though for practical reasons
and data logging some processing is done off-board.

The SMBII processes the sensory input to the actu-
ator output at a rate of 40 Hz. Every process cycle,
further called a time step is thus equal to 41—0 second.
The SMBII is programmed in the Process Description
Language PDL (Steels, 1994). PDL is a behavior-based
programming language for robots and is embedded in
C. One can define processes of behaviors like phototazis,
forward-movement etc.. These processes are processed
by the system as if they were parallel processes, result-
ing in emergent behavior.

The task of the robots is to develop categories and a
lexicon, so that they can communicate actions like going
left or going backward. They do so by playing a series of
so-called follow me games. The experiment is divided in
two parts: a development part and a testing part. This
section describes how the follow me games are organized.

In the work of (Billard and Hayes, 1997) the student
learns through imitating the teacher robot, who has its
lexicon preprogrammed. The task of the student is to
learn the lexicon from the teacher by following this robot.
In the follow me games both robots take turns in playing
the ‘teacher’ and ‘student’ role. Furthermore, no part of
the lexicon has been preprogrammed; the lexicon, like
the robots’ ontology of categories is completely devel-
oped from scratch. Another difference with the work
of Billard and Hayes is the architecture in which the
learning of associations take place. They use a neural
network architecture DRAMA. In this experiment the
categorization uses prototypical exemplars as represen-
tation and for the lexicon formation symbolic networks of
associations are constructed. The learning of both the
ontology and lexicon is based on generation, selection
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Figure 2: A schematic outline of a language game. See the

text for further explanation.

and self-organization.

In a follow me game, the speaker takes the role of the
teacher robot and the hearer takes the role of the stu-
dent. The robots try to communicate every action they
perform. Such a communication act is called a language
game (Wittgenstein, 1958) as in previous experiments
(see e.g. (Steels, 1996a) and (Steels and Vogt, 1997)).
A schematic overview of a language game is given in fig-
ure 2. Note that several language games could be played
in one follow me game.

In a language game two robots try to communicate
about something (in these experiments about an action).
When the language game is started the speaker first seg-
ments the time series of the motor commands (or time
series for short) during a significant change. Secondly
the speaker tries to categorize this segment!. Then it
tries to name the category. The speaker looks in its lex-
icon for word-forms that are associated with a matching
category. Naming yields one word-form, which is trans-
mitted via the radio link to the hearer.

The hearer, while following the speaker, also segments
and categorizes its actions and tries to understand the
speaker. The hearer is following the speaker using photo-
taxis. Every time the hearer receives a word-form trans-
mitted by the speaker, it will segment and categorize a
part of the time series starting one second before the ex-
pression arrived until a few seconds after the expression
arexemplarrived. This time span is taken for two rea-
sons. First, the speaker starts to categorize and name
the segment one second after the change started (see next

INote that it would be more realistic to categorize sensorimotor
couplings than solely motor commands. However, the speaker and
hearer use different sensors (infrared vs. white light) to which they
respond in their actions. And since the robots take turns in being
the speaker and hearer, it seemed more convenient to categorize
motor commands only.

section), so the hearer may have already started the rel-
evant action. Secondly, the hearer might be a bit far
behind the speaker, so it may still have to start the rele-
vant action. The importance of a time span has already
been observed by (Billard and Hayes, 1999). When the
hearer categorized the segments it observed during this
time span, it will try to understand the received word-
form. It does so by looking in its lexicon for matching
word-forms. When a matching word-form is found, its
associated meaning is matched with one of the catego-
rized meanings. If there is a match and the hearer is still
following the speaker, the language game is successful.
If one of the robots is incapable of either categorizing or
naming, then it adapts its ontology or lexicon in order
to be successful in the future.

A language game is in principle successful when both
robots associate the communicated word-form to an ac-
tion (or meaning) that is similar for both robots. As the
hearer is following the speaker by phototaxis, the hearer
wiggles behind the speaker. So the hearer might be go-
ing to the left when the speaker is going to the right.
But one of the actions the hearer must always perform
in order to follow the speaker is going to the right. By
introducing sensory channels that work as a low pass
filter, the unwanted fluctuations may be filtered. The
resulting time series will be taken into consideration as
well. The categorization and naming will be explained
in more detail hereafter.

3. Categorization of time series

The categorization of time series is modeled with so-
called identification games. In an identification game,
which is played individually, a robot’s task is to match a
segment with a previously categorized prototype that the
robot has stored in its memory. The identification game
is successful when a matching category can be found.
When the identification game is a failure, the robot may
construct a new prototype where the current segment is
used as an .

The robots segment the time series when a significant
change is detected. This happens when the derivative
of the series changes in sign or if it changes significantly
because the time series might be subject to noise. The
segmentation stops when the derivative approaches zero
or when it changes sign. The segment is the time series
that is in between the start and end point.

To filter out the fluctuations caused by phototaxis,
new sensorimotor channels are introduced. These chan-
nels keep track of the moving average of the motor com-
mands with different time windows T' and thus work as
low-pass filters. The application of these filters yields
to a certain extend the net movement of the wiggling
robots.

The segmentation of these sensory channels is the
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Figure 3: Plot (a) shows a time series of the motor commands
for 20,000 time steps (approximately 500 seconds). The phase
space of the two motor values with a delay of 13 time steps
(approximately 0.33 seconds) is shown in plot (b). This phase
plot should actually be 4 dimensional, but for illustrative
purposes only the left motor is plotted. The data is used to
model the parameters m and v of the delay vectors.

same as defined above. The filters may cause segments
over a different period than the segments of the original
sensory data. In the experiment, only the hearer will
consider the channels with the moving average, since it
is this robot that is wiggling. Because these sensory
channels work as a low-pass filter a nice side effect may
emerge: the hearer might learn to follow the speaker
more smoothly (i.e. without wiggling) when applying a
prototype of these sensory channels to control its motors.

Obviously, the behaviors of the robots are very dynamic.
As a consequence, the time series of the motor commands
are nonlinear. The phase space plot of the motor com-
mands in figure 3 shows that the trajectory of the time
series typically goes to certain points in the phase space.
These points in the phase space constitute the attrac-
tor of the system. It is beyond the scope of this paper
to prove that this system is mathematically speaking an
attractor, so it is assumed that it is. If the system has
deterministic properties, the theory of phase space recon-
struction can be applied. Since the robots are controlled
by given behavior processes in a more or less stable envi-
ronment, their future motion is in principle determined
from the system’s initial state. According to the dynam-
ical systems theory such a system may be called deter-
ministic. The theory of state space reconstruction solves
the problem of how time series can be reconstructed by
state vectors that uniquely correspond to the time se-
ries. This problem is technically solved by the method of
delays.

The categorization of the segments is analogous to the
method used by (Rosenstein and Cohen, 1998). Rosen-
stein and Cohen introduced the method of delays for
categorization. With the method of delays a deter-
ministic nonlinear time series can be described by a
series of delay vectors of dimension m. According
to Takens’ Theorem (Takens, 1981) a time series can
be mapped uniquely to a set of delay vectors z, =
(8n—(m—1)v>Sn—(m—2)v> -+ 8n—w,5n) if the embedding
dimension m > 2D. In this equation s; is the orig-
inal time series, v is the time lag and D is the di-
mension of the system’s attractor. The set of delay
vectors correspond to the phase space of the time se-
ries, see figure 3. The choice of parameters m and v
are important, see e.g. (Rosenstein et al., 1994) and
(Kantz and Schreiber, 1997) for a discussion. Here they
are calculated for every two-dimensional sensory channel
separately (original series and moving averages). It is in-
teresting to note that the principal component analysis
also uses the properties proven by Takens.

The identification game can now be defined as follows.

1. Let P = {P;} be a set of prototypical categories,
where P; = (pi,..., p’}m) is a series of motor com-
mands, p;'. are motor commands and M; the length
of the category i.



2. Let ' . '
Xii = znf(mfl)u’ tee :P;—uapzn)
with n > mv be the delay vectors of P;. Delay vector
XPi is an m dimensional vector of motor commands
p; € P;, with my < M;. Two adjacent elements of
XPi are points of P; that have a delay with each other
of time-lag v.

3. Suppose that the robot has generated a segment S =
(s1,-..,sn) with delay vectors

S _
Xn - (Sn—(m—l)ln -3 Sn—v, Sn)
and s; motor commands.

4. Segment S can now be categorized with those cate-
gories P; for which

X5 - X

<eformv <n < min(N, M)
where ¢ is sufficiently small.

Note that the categories may be of different lengths
due to the dynamic segmentation procedure. Conse-
quently, segments should be categorized with prototypes
of different length. Because the time span of a delay vec-
tor is at least mv, the categorization cannot start before
the segment has this length.

In the method described above the calculations are
performed on every delay vector X5 of a segment after
n > mv. However a computationally more efficient sys-
tem can be developed. Given the properties of Takens’
Theorem, the system can also compare only a few delay
vectors evenly spread over the coinciding domain of S
and P;. So, instead of calculating the difference of every
delay vector of S and P;, only five delay vectors are com-
pared that are evenly distributed along the set of delay
vectors.

The categorization of the segments may result in sev-
eral categories or in none, in which case the identification
game fails. If the game ends in one or more categories, it
is successful. The category that has the most successful
association with a word-form in the robot’s lexicon will
be selected during the naming phase as explained in the
next section. For every category a score u between 0
and 1 is kept, and each time a category is used in the
naming phase the score is increased: p:= A-p+(1— ),
where learning rate A = 0.9. When the category is iden-
tified but not used in the naming phase, the score is de-
creased: p:= X - p. When the identification game fails,
the robot may generate a new category where the seg-
ment S is taken as an exemplar for the new prototype.
If a category does not get successfully associated with a
word-form, it will be forgotten. Once in a while unas-
sociated categories will be pruned. The most successful
categories will be used over and over again. The de-
scribed procedure results in the self-organization of a set

of categories that relates to those movements that the
robots usually make. Rare movements will normally not
be used successfully and therefore they will be forgotten.

4. Lexicon formation

The lexicon is developed during the naming phase of a
language game. This phase is based on the naming game
model as introduced in (Steels and Kaplan, 1998). The
naming game model consists of four steps: production,
understanding, feedback and adaptation. The lexicon
is a set of word-meaning associations. A word(-form)
is an arbitrary string of characters and a meaning is a
category. Each association has a score owm. The steps
can be described as follows.

1. Production. If the speaker has categorized a seg-
ment, it will look for relating word-meaning (WM)
associations in its lexicon. The association for which
owm + @ - f;, is highest will be selected and trans-
mitted to the hearer?. « is a weighting parameter,
set to 0.01 in the experiment.

2. Understanding. If the hearer receives the word-form
it will look in its lexicon for associations with this
word-form. The associated meanings are matched
with the categories that are related to the segments
within the relevant time frame. The association for
which owm + @ - 4, is highest will be selected. The
related segment will be considered to be the action
that the speaker performed.

3. Feedback. The language game is considered to be suc-
cessful when the hearer understands and is still be-
hind the speaker. This is the case when the intensity
of the hearer’s light sensor I is greater than or equal
to a certain threshold ©. If I < © and the hearer did
find a matching word-form there is a mismatch in
meaning between the two robots. If the hearer could
not understand at all, the language game is a failure.
The outcome of the language game is transmitted to
the speaker via the radio link as part of non-linguistic
communication.

4. Adaptation. The final step is the learning phase. A
language game can have four different outcomes:

(a) The speaker could not produce. The speaker
did not have an association with one of the cat-
egories. In this case, the speaker may create
a new word-form to associate with one of the
categories.

(b) The hearer could not understand. The hearer
did not have a WM association with the re-
ceived word-form that corresponds to one of the

2 is introduced to bootstrap the lexicon and to decrease the
influence of the success of the category. In (Vogt, 1998a), a was
set to 1. If a is set to 0, the lexicon does not get off the ground.



categories that were valid in the relevant time
frame. If the hearer is still behind the speaker
(I > ©), then the hearer associates the word-
form with the observed categories if there are
not too many.

(c) There was a mismatch in meaning. The
hearer found a matching word-form, but it was
not behind the speaker anymore. The associa-
tion score is now adapted as follows: g:= X - g,
where A = 0.9.

(d) Thelanguage game was a success. The winning
association score is adapted as o: = A-o+(1—A).
The other associations with the used word-form
are lateral inhibited with o:= A - 0.

Once in a while unsuccessful entries in the lexicon will
be pruned if ¢ = 0 and if the entry already exists for a
while. Again the learning method uses generation and
selection of WM associations and coherence results from
self-organizing properties of the system. Successful asso-
ciations are remembered whereas the unsuccessful ones
are forgotten. The system is open in that new actions
can be classified and named and the ones that are not
used for a long period may be forgotten.

5. The experiment

The experiment consists of two parts: a development
and a testing part. Section 5.1 will discuss the develop-
ment part of the experiment. Section 5.2 will discuss the
testing phase, in which the resulting lexicon is tested on
its instructive power.

Before the results are discussed, some details of the
implementation are given. The segmentation of the sen-
sory channels start when a significant change is observed.
This change is not measured over the period [ts,ts + 1],
but over [ts,ts + 9] because most changes occur very
smoothly, so that in 1 time step usually only very small
changes can be detected which might be caused by noise.
The starting point of a segment is taken at time t5. Sim-
ilar arguments are valid for the end of a segment. The
segmentation stops when a change in sign, or no large
changes are detected over [t — 9,te]. The end of the
segment is taken at t..

An exception rule is introduced when the robot hits
an obstacle. If a robot bumps into a wall, the motor
commands are set to a large negative value immediately,
causing the sign of the derivative to become negative.
Directly after that the motor values increase, changing
the sign of the derivative again. This all happens in
a time period smaller than mv, so the segment cannot
be categorized. Therefore it is preferable to classify the
complete action in which the second change of sign is
ignored.

If the length of a segment either exceeds 40 time steps
or if it ended and the length was 9 time steps larger than

the time lag v of the corresponding sensory channel, the
segment is considered to be valid, because shorter seg-
ments cannot be categorized. At the moment that a
segment, becomes valid, it is categorized. Five delay vec-
tors of the segment are compared with the corresponding
delay vectors of the available categories. If the segment
is sufficiently close to a category, this category is selected
for consideration in the naming phase. Every time the
speaker successfully categorizes a segment it will start
the production.

Prior to the experiment, a data set of 20,000 mo-
tor commands has been recorded for modeling the pa-
rameters for the delay vectors (figure 3). First, the
box counting dimension D, of the attractor is calcu-
lated. This is done for the original series, as well as
for moving averaged series with periods T of respec-
tively 10, 20,30 and 40. This resulted in Dy = 0.49 for
the original series and respectively Dy = 0.55,0.59,0.63
and 0.67 for the other series. Therefore the embed-
ding dimension was set to m = 2 for all sensory chan-
nels. The time lag is calculated using the autocorre-
lation method and yielded v = 13 for the original se-
ries and respectively v = 16,20, 26 and 34 for the other
sensory channels. How these parameters can be cal-
culated are described in (Kantz and Schreiber, 1997) or
(Rosenstein et al., 1994). The method for calculating
D, is taken from (Takens, personal communication). It
is beyond the scope of this paper to present these meth-
ods here.

5.1 The development phase

In the development phase the task is only to acquire
categories and a lexicon about the categories while the
hearer is following the speaker through phototaxis. In or-
der to speed up the experiment (recording 500 language
games takes about one day), a data set of 245 follow me
games consisting of approximately 500 language games
was recorded and replayed over and over off-board.

The measures that are used to investigate the success
of the system are the identification success and communi-
cation success. The identification success (IS) measures
the average success of the categorization as a moving
average over the past 50 language games (LGs). Note
that a robot may play more identification games than
language games, because the hearer may consider sev-
eral segments within a time frame of one language game.
The communicative success (CS) is the average success
of the language games over the past 50 games.

If we look at figure 4 we see that the identification suc-
cess increases very fast to a value around 90 % where it
remains. Categories that emerge look like the ones as in
figure 5. Every robot effectively categorized around 40
categories. If a closer look is taken at the categories, six
main groups can be found in relation to their correspond-
ing action: (going-backward), (going-forward), (going-
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Figure 4: This graph shows the success of the categorization
(IS) and communication (CS) in the development phase.

left), (going-right), (going-left going-right) and (going-
right going-left). Some of the categories have a combina-
tion of actions like (going-left going-right), but these cat-
egories may also additionally be grouped in their resul-
tant action like (going-forward) or simply (going-right).
The robots obviously do not know these labels.

Figure 4 also shows the communicative success of the
development phase. The CS increases rapidly towards a
value around 40 % in the first 1,000 LGs. After that, the
CS increases slowly to approximately 55 % after 10,000
LGs. Note that it is still unknown whether or not the
robots will be successful in following each other by using
language only. The language games were successful if the
hearer had an appropriate word-meaning association and
when the hearer was still following the speaker, but the
hearer was following the speaker by phototazis not using
language. Failure occurred when the hearer could not
understand or when it failed to follow the speaker.

5.2  The testing phase

The goal of the testing phase is to find out how well the
robot could perform in a following task, where the robots
only use the lexicon. Since the communicative success
of the language games in the development phase is only
around 55 %, it is difficult to let the robots follow each
other on the lexicon alone. Another possibility was to let
the hearer follow the speaker on phototaxis. When the
hearer could understand a word-form, it could execute
the associated category. Success could then be measured
as before, when the hearer is still behind the speaker.
But the time span of a category is not very large and
although the hearer might still be behind the speaker,
it is not certain that it performed the right action. So
another test has been developed.

In the testing phase, the robots started with a part
of the lexicon (i.e. categories and word-meaning associ-
ations) that they developed in the development phase.
The lexical entries that the robots used were those that
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Figure 5: (a) The time series of a category that corresponds
to an action that can be labeled as (going-left going-right).
The duration of this category is approximately 1.125 seconds.
Plot (b) shows the phase space of this category.

have nonnegative association scores and were available
for both robots. The robots played a series of 1,000 lan-
guage games. The language games in the testing phase
are slightly different from the ones in the development
phase. Prior to the testing phase, each category is clas-
sified by hand by the experimenter and labeled in their
corresponding action. Some actions can be classified in
two ways (e.g. (going-forward) and (going-right)), be-
cause both actions might suffice to follow each other.
In the testing phase both robots changed the role of
speaker and hearer after every language game. The
speaker selected randomly a category and produced a
word-form, which was transmitted to the hearer. The
hearer tried to understand the word-form yielding an as-
sociated category. Production and understanding was as
described in section 4. After the naming part both robots
executed the categories. The language game was success-
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Figure 6: This graph shows the communicative success in the
testing phase.

ful if both robots had a similar label on the category that
was used. The lexicon was adapted only by adjusting the
scores; no new categories of word-meaning associations
were generated. So there were two possible outcomes of
the games: a complete success and mismatch in mean-
ing. The scores were adjusted as described in section 4.
Note that this method reduces to reinforcement learning.
In figure 6 the communicative success of the testing
phase is shown. The CS varies slightly above 50 %. Al-
though the scores are adjusted according to the outcome
of the game, the system does not seem to be learning.
This is not surprising, since the word-forms are not as-
sociated with all categories. And through competition
between ambiguous associations the lexicon keeps fluc-
tuating between the boundaries of its capabilities. Fur-
thermore, since the robots do not acquire new elements,
nor do they have for every word-form a coherent mean-
ing, the robots cannot converge to a coherent lexicon.

6. Discussion

This paper presented a preliminary research on how
robots could ground a lexicon for actions in a coordi-
nation task. The experiment consisted of a series of
follow me games in which the robots played a series
of language games while one robot was following the
other by phototaxis. The robots were able to generate
and select categories and lexical associations. Catego-
rization was implemented as identification games that
made use of the theory on phase space reconstruction
like in (Rosenstein and Cohen, 1998). The lexicon was
developed using a naming game model as proposed by
(Steels, 1996a).

The categorization of segments from nonlinear time se-
ries works well. The robots can rapidly categorize
the time series to a high degree as was the case in
(Vogt, 1998a). The method of Rosenstein and Cohen
seems to be working well. Still further investigation is

needed to see how reliable the results are and, if nec-
essary, how the categorization can be optimized. Cat-
egorization might be optimized by modeling the delay
method more carefully using other methods for choosing
the embedding dimension and time lag as for instance is
discussed in (Rosenstein et al., 1994).

In the current experiments only motor signals are cat-
egorized. It is, however, more plausible to categorize
sensorimotor signals (signals that combine both sensory
and motor information). This has not yet been done be-
cause the speaker uses a different sensorimotor coupling
to control its actions than the hearer. It is wishful that
the robots use the same word-form when doing a cer-
tain action independent on their role in the game (i.e.
whether they are speaker or hearer). The problem of
the different sensorimotor couplings might be overcome
to abstract away from the raw sensory data. This ab-
straction can be fed into a general (behavior-based) con-
trol structure, allowing categorization on the abstracted
sensory data.

The success of the naming stays well behind the catego-
rization. Like in (Vogt, 1998a) this will probably have
to do with the noise in the feedback system and the poor
ability to coordinate their actions. In the development
phase, success of the language games is dependent on
whether or not the hearer is still following the speaker.
The following occurs through phototaxis, which is a re-
active and imprecise behavior. So it is very difficult for
the hearer to decide which action caused the right be-
havior, thus making it difficult to decide which category
should be associated with a particular word-form.

The difference in success between categorization and
naming is remarkable, because similar results have been
obtained in (Vogt, 1998a) that concerned perceptual
grounding. At the beginning of the paper it has
been mentioned that qualitatively good coordination and
feedback is thought to improve the robots’ performance
in language formation. The improvement of language
performance has not been observed in this experiment.
However, it must be made clear that the stability of the
robots used in the experiments is poor, so that they
are not capable of coordinating their actions properly
nor providing proper feedback. Therefore similar ex-
periments are planned in the future using more reliable
robots.

Such experiments could combine the development-
and testing phase. Thus investigating the performance
of lexicon formation in an experiment where the hearer
tests a certain word-meaning association that is already
successful during the development phase. This would be
more realistic since we humans continuously test newly
learned behaviors and adjust our capabilities according
to the outcome of such a test. Simulations of such an
experiment on situation concepts have already been car-
ried out in the context of the evolution of communication



(De Jong, 1999).
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