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Abstract

Recent work on viewing language as a complex
adaptive system has shown that self-organisation
can explain how a group of distributed agents can
reach a coherent set of linguistic conventions and
how such a set can be preserved from one genera-
tion to the next based on cultural transmission. The
paper continues these investigations by exploring
the presence of stochasticity in the various aspects
of lexical communication: stochasticity in the non-
linguistic communication constraining meaning, the
transmission of the message, and the retrieval from
memory. We show that there is an upperbound
on the amount of stochasticity which can be tol-
erated and that stochasticity causes and maintains
language variation. Results are based on the fur-
ther exploration of a minimal computational model
of language interaction in a group of distributed
agents, called the naming game.

Keywords: origins of language, evolution of language,
self-organization.

1 Introduction

Exciting recent research in the origins and evolution
of language (see overviews in [Hurford et al., 1998] and
[Steels, 1997c]) is showing that when language is viewed
as a complex adaptive system, it becomes possible to
understand how a set of distributed agents is capable
to reach a shared set of conventions, even if there is
no global controlling agency or prior design. The main
mechanism responsible for the emergence of coherence is
self-organisation: A positive feedback loop causes some
naturally occurring variation to propagate and eventu-
ally dominate the population. This is similar to how
a product comes to dominate a market in increasing-
returns economics [Arthur, 1996], or how a group of so-
cial insects like an ant society can form a collective struc-
ture [Deneubourg, 1977]. In each of these cases, the sys-
tem locks globally into specific choices based on positive
feedback loops coupled to environmental conditions.

A coherent framework to study language as a com-
plex adaptive system is to define populations of agents
engaged in adaptive language games. Each game in-
volves a linguistic as well as a non-linguistic interaction.
The agents have feedback about success and failure and
adapt so as to be more successful in future games. We
have extensively experimented with a particular type of
such a game, called the naming game, first introduced in
[Steels, 1996b]. The game is played between a speaker
and a hearer, randomly drawn from a population of
agents. The speaker attempts to identify an object to
the hearer, based on pointing and based on using a name.
The game succeeds if the hearer guesses correctly the ob-
ject chosen by the speaker. A speaker may create a new
name when he does not have one yet. A hearer may
adopt the name used by a speaker. Both monitor use
and success and prefer in future games those names that
had the highest score. This generates the desired positive
feedback loop bringing the group progressively towards
global coherence.

The naming game has explored through
computational simulations and is related to sys-
tems proposed and investigated by [MacLennan, 1991],
[Werner and Dyer, 1991], and [Oliphant, 1996]. We have

developed more complex variations of the game where

been

the meaning consist of symbolic descriptions derived
from discrimination games [Steels, 1997a]. The game
has also been implemented on physically grounded mo-
bile robotic agents [Steels and Vogt, 1997] and on vision-
based robotic ‘talking heads’, watching dynamically
evolving scenes [Steels, 1997b]. Of course in natural lan-
guages both the form and the meaning are vastly more
complex than the atomic forms (words) and meanings
(objects) used in the naming games discussed in this pa-
per. However, the basic properties of naming games are
independent of the complexity of the forms or the mean-
ings.

The main topic of this paper is to explore what hap-
pens when stochasticity is introduced in language games.
Stochasticity means that some aspects of the game ex-
hibit unpredictable errors. It is caused by faults in
production or perception, errors in guessing meaning
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memory. We have experienced this stochasticity very

strongly while grounding the language games on phys-
ical robots, but want to study theoretically its conse-
quences through software simulation. In order to cope
with stochasticity, perception delivers typically several
possible forms and possible meanings with various de-
grees of confidence. The selection and the evaluation of
these forms and meanings are determined by the Toler-
ance level and the Focus of the Hearer. Stochasticity,
Tolerance and Focus interact and are important for ex-
plaining innovation and evolution. This paper focuses
on stochasticity, whereas a companion paper explores
the role of tolerance, focus and stochasticity in language
change [Steels and Kaplan, 1998].

The rest of the paper has the following sections. First
the naming game is defined. Then results are shown
for the emergence of a set of conventions without any
stochasticity. Next different sources of stochasticity are
introduced: first in the extra-linguistic activities delimit-
ing the context and the topic, second in terms of noise on
the message being transmitted, and finally memory ac-
cess. Some conclusions and suggestions for further work
end the paper.

B I

2 The Naming Game Model

The Naming Game, as used in the present paper,
is an enriched version of a model first presented in
[Steels, 1996b]. We assume a set of agents A where each
agent a € A has contact with a set of objects. These
objects constitute a set of meanings to be expressed
M = {mq,...,m,}. All the experiments in this paper
involve a population of 20 agents and 10 meanings. A
formis a sequence of letters drawn from a finite alphabet.
The agents are all assumed to share the same alphabet.
A lezicon L is a time-dependent relation between mean-
ings, forms and a score. Each agent a € A has his own set
of forms Fj ; and his own lexicon L, ; C My X Fop X N,
which is initially empty. An agent a is therefore defined
at a time ¢t as a pair a; =< Fy, Lqt >. There is the
possibility of synonymy and homonymy: an agent can
associate a single form with several meanings and a given
meaning with several forms. It is not required that all
agents have at all times the same set of forms and the
same lexicon.

2.1 Operation of the Naming Game

The Naming Game is an interaction between a Speaker
and a Hearer about a Topic in a given Context. The con-
text consists of a set of objects and both the speaker and
the hearer are assumed to be capable to identify mean-
ings to distinguish the topic from the other objects in
the context, using for example mechanisms as described

in [Steels, 1996a].
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sible meanings. The meaning the speaker has associated
with the topic is m; € C'. He signals this topic using non-
linguistic communication (such as through pointing). At
the same time, the speaker retrieves from his lexicon all
the associations indexed by mg. This set is called the
association-set of ms. Let m € M be a meaning, a € A
be an agent, and ¢ a time moment, then the association-
set of m is

A

Amar ={<m, fiu>|<m, fiu>€ Lo} (1)

Each of the associations in this set suggests a form f; to
use for identifying m with a score 0.0 < u < 1.0. The
speaker chooses the association with the largest score and
produces the form f; which is part of this association to
the hearer.

2.1.2 Transmission. Both linguistic and
non-linguistic information are transmitted to the hearer.
During the emission, transmission and reception phases,

stochasticity (e.g. noise, unpredicable errors) can occur.

2.1.3 Comprehension. The Hearer perceives the lin-
guistic and non-linguistic information. Because this in-
formation might have been altered during the transmis-
sion, the hearer must consider several possible forms and
meanings and evaluates each of them. The form Focus
FF and the Meaning Focus TF parameters determine
the number of forms F,,,s and meanings M4, consid-
ered. These parameters indicate the maximum distance
from the perceived information that the hearer is willing
to consider:

Mcons:{<m>|<m>6 M,d(m,m') STF} ('2)

Feons = {fYU{< f>|< f>e Fd(f )< FF} (3)

a. Meaning score. The hearer constructs a meaning-
score 0.0 < s, < 1.0 for each possible meaning m in
M ons reflecting the likelihood that m is the meaning of
the perceived topic m’. If there is absolute certainty, one
meaning has a score of 1.0 and the others are all 0.0. If
there is no non-linguistic communication, the likelihood
of all meanings is the same. If there i1s only vague non-
linguistic communication, the hearer has some idea what
the topic is, but with less certainty. In our experiments,
the distance d(m’, m) between the meaning of the per-
ceived topic m’ and the other meanings determines the
meaning-score:

1
Sy = ———— 4
14 (dmimye ®)

« is the tolerance factor for meaning perception.



score 0.0 < s; < 1.0 for each form f of F,,,;. The
distance d(f’, f) between the perceived form f’ and the
considered form f gives a score

1
Sp=—— (5)
! 1+ (4Ll

(3 is the 1s the tolerance factor for form perception.

c. Decision matrix. For cach form f; in F', the hearer

retrieves the association-set that contains it. He con-
structs a deciston-matriz which contains for each mean-
ing a row and for each form a column. The first column
contains the meaning-scores s, , the first row the form-
scores s7,. Each cell in the inner-matrix contains the
association-score for the relation between the object and

the form 1n the lexicon of the hearer:

f1 fa

Sf Sia
M1 | Smy | S<ma fir> | S<my fo>
my Smo S<ma, f1> S<ma, fa>

Obviously many cells in the matrix may be empty (and
then set to 0.0), because a certain relation between a
meaning and a form may not be in the lexicon of the
hearer. Note also that there may be meanings identified
by lexicon lookup which are not in the initial context C'.
They are added to the matrix, but their meaning-score
is 0.0.

The final state of an inner matrix cell of the score
matrix is computed by the formula:

SCOT€m, f; = Wf.5f;, + Wm.Sm; + Wa.-Scm, ;> (6)

wy is the weight of the form information, wy, is the
weight of the non-linguistic information and w; 1s the
weight of the lexicon. In this paper, they are by default
set at 1.0 and the score is then simply the sum of the
three sources of information.

One meaning-form pair will have the best score and
the corresponding meaning is the topic my chosen by
the hearer. The association in the lexicon of this
meaning-form pair is called the winning association.
This choice integrates extra-linguistic information (the
meaning-score), form ambiguity (the form-score), and
the current state of the hearer’s lexicon (the association-
score).

2.1.4 Adaptation. The hearer then indicates to the
speaker what topic he identified. In real-world language
games, this could be through a subsequent action, like
handing the topic to the hearer, or through another lin-
guistic interaction. When a decision could be made and
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following adaptations take place by the speaker and the
hearer based on the outcome of the game:

a. The game succeeds This means that speaker and
hearer agree on the topic. To reenforce the lexicon, the
speaker increments the score s of the association that he
preferred, and hence used, with a fixed quantity . The
hearer reenforces the winning association that has led
to the right comprehension. Both decrement with § the
score of all the associations that share either the meaning
or the form of the winning pair. 0.0 and 1.0 remain the
lower and upperbound of s. These changes implement an
excitation-exhibition dynamics similar to the one used in
Kohonen networks, except that the change is constant.

b. The game fails There are several cases:

1. The Speaker does not know a form

It could be that the speaker did not have an association
covering the topic. In that case, the game fails but the
speaker may create a new form f’ and associate this
with the topic m; in his lexicon. This happens with a
form creation probability p..

2. The hearer does not know the form.

In other words there is no association in the lexicon of
the hearer involving the form f; of the winning asso-
ciation. In that case, the game ends in failure but the
hearer may extend his lexicon with a form absorption
probability p,.

3. There is a mismatch between mj and m,.

In this case, both speaker and hearer have to adapt
their lexicons. The speaker decrements with § the as-
sociation (ms,fs) and the hearer decrements with §
the association (mp,fn)

2.2 Macroscopic variables

The naming game model can be viewed as a complex
dynamical system. The agents have a certain local be-
havior (an agent can only interact with one single agent,
not with all agents at the same time), which is deter-
mined by their internal lexicons. Behavior changes be-
cause agents adapt their lexicon. In order to ‘see’ the
global order in the system, we need macroscopic vari-
ables. These macroscopic variables are invisible to the
agents because no agent has a complete overview of the
behavior of the group. The first such variable quantifies
the average success after n games. When average success
approaches total success, this must mean that the con-
ventions are sufficiently shared to speak of the emergence
of a shared lexicon. But, because a form may have many
meanings and the same meaning may be expressed by
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sarily mean complete coherence. An agent can very well
know a form but prefer not to use it himself.

In practice, an examination of the lexicons of the dif-
ferent agents shows a quite complex situation, so that it
is non-trivial to extract what the shared language is. We
determine the language of a single agent by translating
his lexicon into a matrix where there is a row for every
possible meaning, a column for every word, and the cells
are filled by the association-scores, possibly 0.0. Based
on this matrix it is possible to determine what the most
preferred form is for naming a meaning, and thus what
the preferred language is of the agent. Note that this
represents the language for production, not for compre-
hension. Associations are not symmetrical. For example,
in the matrix below, the agent prefers fo when m; needs
to be expressed (and not f1). When fi is heard, the same
agent nevertheless expects my. The pair < mq, fi > is
in the expected language but not in the produced lan-
guage. The expected language includes the production
language but not vice-versa. (See [Hurford, 1989] and
[Oliphant, 1996] for a further exploration of the coordi-
nation between production and comprehension systems.)

R
my | 0.6 | 0.7

Given the preferred language for a single agent, it is
straightforward to determine the language of the group
as being the set of word-meaning associations that are
preferred by most agents. The coherence of the language
is equal to the average number of agents that prefer these
most preferred word-meaning association.

3 Formation and Maintenance of
Equilibrium States

We now investigate the behavior of naming games in the
ideal case of closed populations of agents without any
stochasticity. Agents take the information they perceive
at face value (TF = 0 and FF = 0). d = 0.2 and
new associations are created with an initial score of 0.2.
pe = 0.1 and p, = 1.0.

For each experiment, it is instructive to look at the
evolution of game success as well as coherence. Figure 1
shows a first simulation experiment involving a group of
20 agents. We see that very quickly coherence as well as
average game success climbs up to both reach 100 %.

It is also instructive to look at the evolution of the
average association-scores competing for the preferred
expression of a particular form (or alternatively for the
highest expectation). This is done through competition
diagrams as the one shown in figure 2. The diagram
shows that there is a winner-take-all situation. This is
due to the positive feedback loop between score and use.
The higher the score of an assocation, the more it is used,

Coherence

No Stachasticity
Mo Focus

20 agents
10 meanings

s000

Figure 1: Evolution of average game success and coher-
ence in a population of 20 agents for 10 objects. An
equilibrium state is reached whereby the agents gain to-
tal average success and a high, stable coherence.

and the more its chances increase to be successful in fur-
ther use. Such a winner-take-all situation takes place for
every meaning so that a global shared lexicon emerges.

Once total game success is reached, the language does
not change anymore. The only source of possible innova-
tion is the introduction of new forms, which only happens
when an agent does not have a form yet, or the progres-
sive adoption of one form by the group, which stops as
soon as a winner-take-all situation has been reached.

A language is even resistent (up to a certain degree)
to changes in the population. This is investigated by in-
troducing an in- and outflux in the population. When
agents leave, they take their lexicons with them. When
new virgin agents enter, they have to acquire the lan-
guage of the other agents in the group. They may oc-
casionally create a new word (with a small probabil-
ity the word creation probability p.) but this new word
quickly gets damped against the dominance of the pre-
ferred word. Acquisition of an existing language by a
new agent happens without any addition or change to the
model, as shown in figure 3 which plots also the language
change. Change is quantified by comparing the state of
the language at two time points and counting the num-
ber of preferred form-meaning pairs that changed. We
see that the language changes rapidly in the beginning
as the population moves towards total average game suc-
cess. Thereafter the language remains stable. Figure 3
shows what happens when a flux is introduced in the
population. When new agents come in, game success
and coherence drops because the new agent has to ac-
quire the language of the group. But if there are not too
many agents coming in, the group will maintain a high
rate of success. More importantly, the language itself
does not change at all. It is transmitted culturally from
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Figure 2: Competition diagram showing the competition
between several forms for being the preferred way to ex-
press a certain meaning. The diagram plots the average
renormalized score of the form-meaning associations of
all agents for the same meaning. A winner-take-all situ-
ation emerges.

one generation to the next. When the rate of population
renewal is too high, the language disintegrates, as also
shown in figure 3. There is rapid language change be-
cause the new agents start to create new word-meaning
associations, but these conventions cannot propagate fast
enough in the population.

We will now look at the effect of stochasticty during
three steps of the Naming Game: non-linguistic com-
munication, form transmission, and memory access. To
cope with stochasticity, agents have now a large focus
and a standard tolerance level (TF = 10, FF = 3,

a=p=1).

4 Stochasticity of Non-Linguistic
Communication

In the results reported so far, it is assumed that non-
linguistic communication is without error. This is clearly
not always the case in real-word language interactions.
Stochasticity in non-linguistic communication can be in-
vestigated by probabilistically introducing a random er-
ror in the perceived attributes of the topic. The object
coordinates of the meaning expressed can, for instance,
be shifted by a fixed value. The probability is called
the topic-recognition stochasticity Ep. Figure 4 shows
the first results for an experiment exploring variations
in Ep. When E7 is high (phase one), there is so much
confusion that a language does not form at all. When
Er is decreased to 0.0 (phase two), a language starts to
form quickly. This language maintains itself, even if Er
is again increased (third phase).

This experiment shows that there must be a minimum
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Figure 3: A language once formed remains stable even if
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there is an in- and outflow of agents in the population.
This graph shows both language change and the aver-
age game success. In a first phase, the language forms
itself in a closed population. In a second phase, an in-
and outflow of agents (1 in/outflow per 100 games) is
introduced, the language stays the same and success is
maintained. In the third phase the flux is increased to
1 per 10 games and the language disintegrates. Average
game success rapidly reaches very low levels.
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Figure 4: Exploration of variations in the stochastic-
ity of non-linguistic communication. In the first phase
stochasticity is high Ep = 0.7, a coherent language does
not form. In the second phase stochasticity is absent,
Er = 0.0, a language forms. In the third phase stochas-
ticity 1s increased again to Fr = 0.7. Communication
can tolerate a high level of stochasticity, justifying lin-
guistic communication complementary to non-linguistic
communication.
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Figure 5: Example of competition diagram with Epr =
0.7. There 1s a more complex dynamics instead of an
equilibrium winner-take-all situation. New associations
enter and remain in the population, even though they
have not yet been able to overtake the dominating word.

of reliability in non-linguistic communication at the ini-
tial phases of language formation, otherwise a language
does not form. At the same time, it shows clearly that
as soon as a language has bootstrapped itself, linguistic
communication is capable to counteract the unreliability
of non-linguistic communication.

We now investigate in how far the stochasticity of
non-linguistic communication has an impact on language
variation. Figure 5 shows a typical example of a compe-
tition diagram for a positive topic-recognition stochas-
ticity. A language has already formed itself with a sin-
gle winner (the form "topo”) for the meaning being in-
vestigated. Stochasticity causes competition to arise,
challenging - but not yet defeating - the dominating
form-meaning association. Innovation is due to the fact
that confusion about the topic may lead to a new form-
meaning association which then starts to propagate.

5 Stochasticity on Form

The second source of stochasticity is in the message
transmission process. So far it is assumed that a mes-
sage is produced perfectly by the speaker and received
perfectly by the hearer. This is well known not to be true
in the case of natural languages. Speakers make a large
amount of errors and blur the pronounciation to mini-
mize energy and maximise the number of sounds trans-
mitted in a given period of time. Hearers have a very
hard time to decode speech signals, simply because the
speech signal is noisy and contains only hints for some
sounds. Hearers are known to partially make up for it
by expectations and knowledge about the language.

In the experiment reported earlier, several forms may
already be triggered due to the large focus on form re-
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Figure 6: Exploration of variations in form stochasticity.
In the first phase stochasticity is high Frp = 0.5. A
language only slowly forms itself. In the second phase it
is low EFrp = 0.0, a language forms. Then Er = 0.5. The
language 1s resilient against a higher form stochasticity
and average game success stays very high.

ception. These are all the forms that are at a certain
distance from the form produced by the speaker. This
uncertainty makes it less clear what form has been used
but does not yet imply mistakes. We now introduce a
second stochastic operator that causes a transformation
of the form transmitted. For example, the speaker may
produce "moba” but the hearer may receive "mopa”.
The parameter controling this stochasticity is Ep, the
form-recognition stochasticity: it is the probability that
a character in the string of the form mutates.

Figure 6 shows results of experiments in varying this
particular parameter. In the first phase Er = 0.5 a
language may eventually form itself but it would take
a rather long time. FEp = 0 immediately causes the
language to appear. In the third phase, we again in-
crease the stochasticity. It is seen that the language is
resilient. There are occasionally games that fail, but the
language itself is not affected. As with human language
users, the non-linguistic communication as well as ex-
pectations from the lexicon partially offset the problems
in determining what form has been used. These experi-
ments clearly show that once a language has formed, it
counterbalances errors in message transmission.

Figure 7 investigates the impact of form-stochasticity
on variation in the language. We see clearly that a posi-
tive form-recognition stochasticity Er = 0.3 causes new
forms to appear in the language. When Er = 0.0, many
of these forms disappear. Interestingly enough, com-
petitors may still maintain themselves in the population.
This is due to the large focus of the agents. ”ludo” and
”mudo” are words that are sufficiently close to each other
that one group may have adopted one form and another
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Figure 7: Competition diagram in the presence of form
stochasticity. When Ep = 0.3 there is no clear winner-
take-all situation as new forms are occasionally intro-
duced resulting in new form-meaning associations. When
Er = 0.0 the innovation dies out although some form are
still able to maintain themselves due to the large focus
of the agents.

slightly smaller group the other form. As uncertainty in
form is tolerated, one group will always accept the form
of the other even though they would not use exactly the
same form themselves.

6 Stochasticity on Form-Meaning
Associations

The final source of stochasticity comes from the utili-
sation of the lexicon. It is well known that biological
systems occasionally malfunction even though there is
globally a robust behavior. We hypothesise that this is
also the case for memory. The form-meaning association
retrieved from memory may not necessarily be the way
that it was first stored. Thus the speaker could acciden-
tally retrieve the wrong form for a particular meaning, or
the hearer’s memory system may suggest a form-meaning
association which was never stored. These errors are
modeled using a third stochastic operator based on a
parameter 4, the memory stochasticity, which alters
the scores of the associations in the score matrix in a
probabilistic fashion. Even scores that were zero could
become positive. The higher the memory stochasticity,
the more likely an association score changes.

Figure 8 shows the impact of memory stochasticity on
language formation. When FE,4 is positive, language for-
mation is more difficult, although progress can be seen.
We see also that coherence and success can be main-
tained even if memory i1s malfunctioning and yielding
spurious association scores. This experiment demon-
strates again that the overall language system is fault
tolerant because it maximises information from three
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Figure 8: This figure shows the results in exploring mem-
ory malfunction. The first phase shows that a language
has some difficulties forming for a positive memory-
stochasticity (E4 = 0.7). In the second phase mem-
ory stochasticity is zero and language forms. The third
phase shows resilience against positive memory stochas-
ticity (Ea = 0.7)

sources: non-linguistic communication, form recognition,
and form-meaning conventions. The better a language is
established, the more resilient it is to use in difficult cir-
cumstances.

Also in this case, we see continued language innova-
tion due to stochasticity. This is illustrated clearly in a
competition diagram shown in figure 9, running for the
same simulation as figure 8. One form (”pi”) is dominant
for the meaning being investigated. When the memory
stochasticity becomes positive, the competition intensi-
fies and new words (”te”, ”lavi”) enter.

7 Combination of Stochasticity

The different forms of stochasticity combined lead to in-
novation in different areas as seen in figure 10 and figure
11.

8 Conclusion

This paper has investigated the effect of stochasticity on
linguistic and non-linguistic communication, as it unfolds
in a population of distributed agents playing adaptive
language games. This was done for the three main com-
ponents of a language game: the non-linguistic commu-
nication, which constrains the set of possible meanings,
the message itself, and the use of the lexicon. Each of
these sources of stochasticity is realistic from the view-
point of real world language use. Human users (as well
as robots) cannot be expected to guess accurately the
possible meaning of an utterance purely based on non-
linguistic means. The message is often errorful due to the
inherent unreliability of sound-based message transmis-
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Figure 9: Typical competition diagram. First there is
a positive association stochasticity £4 = 0.7. The lan-
guage is slowly forming itself. We still see a rich compet-
itive dynamics between the different form-meaning pairs
even if one is dominating. This innovation dies out when
Eas =0. When EF4 = 0.7 new associations get into the
system and variation is maintained.
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Figure 10: Average success and coherence.

2. We can see that average success drops because incom-
patibilities between non-linguistic and linguistic commu-
nication and the introduction of new forms. Notice that
the language coherence remains unaffected.
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Figure 11: Competition diagram for one meaning dur-
ing the same experiment as in 10. We see that there is
a winner-take-all situation in the first phase and then
an attack by new forms ("mika”, "nabu”, etc.) even
though they never manage to overtake the existing word
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sion. The brain, as many biological systems, may have
unreliable components but nevertheless show global fault
tolerance.

In each of the cases that were studied, the effect of
stochasticity was similar and can be summarised as fol-
lows:

1. There are upper bounds on the amount of stochastic-
ity that can be present during the initial phases of lan-
guage formation. When the stochasticity is too high a
language cannot self-organise.

2. Once a language has established itself, stochasticity

for one component is partially counterbalanced by the
other components. If the message is scrambled, non-
linguistic communication and expectations from the
lexicon can make up for it. If non-linguistic commu-
nication is unreliable or absent, linguistic communica-
tion can suffice. If memory is malfunctioning, clues
from the environment may counterbalance.

3. Stochasticity introduces and maintains variation in

the language. There is no longer a clear winner-
take-all situation, whereby the language stays in an
equilibrium state, even in a changing population. In-
stead, there is a rich dynamics where new forms ap-
pear, new associations are established, and the dom-
ination pattern of associations changes. The differ-
ent sources of stochasticity each innovate in their own
way: Topic stochasticity introduces new form-meaning
associations for existing forms. Form stochasticity in-
troduces new forms and hence potentially new form-
meaning associations. Memory stochasticity shifts the
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ing for the expression of the same meaning. All of
these sources of stochasticity are clearly observed in
real natural language use.

A complementary paper explores how stochasticity and
tolerance are essential for explaining language change
[Steels and Kaplan, 1998].
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