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Abstract

The paper surveys work on the computational modeling of the origins
and evolution of language. The main approaches are clarified and some
example experiments from the domains of the evolution of communication,
phonetics, lexicon formation, and syntax are discussed.

1 Introduction

The paper surveys research in which software simulations and experiments with
robotic agents are used to explore the viewpoint that language is a complex dy-
namical system. The main goal of the paper is to outline the approaches and
show example experiments. Much more work needs to be done to arrive at a full-
fledged theory of the origins of language and even about the work already done
much more can be said than is possible in a single paper. Nevertheless, I hope
to show that a new exciting approach to the study of the origins and evolution of
language is taking shape.



The rest of the paper is in four parts. The next section clarifies the notion of a
complex system and the multi-agent perspective. Section 3 discusses the relation
between complex systems and the origins and evolution of language. Section 4
introduces some examples of research which the complex systems view enables
and stimulates. The examples are selected from different areas of language: the
evolution of communication itself, phonetics, the lexicon, and syntax. Some con-
clusions end the paper.

2 Background Notions

2.1 What are complex systems

Since the nineteen sixties, the self-organisational and chaotic behavior of complex
systems has been investigated with great intensity. A complex dynamical system,
or complex system for short, consists of a set of interacting elements where the
behavior of the total is an indirect, non-hierarchical consequence of the behavior
of the different parts. Complex systems differ in that sense from strictly hierar-
chical systems (such as most engineered artifacts like cars or computer programs)
where the total behavior is a hierarchical composition of the behavior of the parts.
In complex systems, global coherence is reached despite purely local non-linear
interactions. There is no central control source. Typically the system is open: new
elements are entering and leaving and/or energy is constantly supplied keeping
the system out of equilibrium.

Almost all complex systems show three main types of behaviors depending
on environmental parameters: equilibrium behavior where the system moves to
a single steady state, self-organisation in which a so called dissipative structure
emerges as long as the environmental conditions allow or enable it, and chaos,
in which a form of extreme but nevertheless unpredictable order may appear. A
classical example of a complex dynamical system is a fluid (more specifically
the Bénard fluid) which is put in a dish and heated from below [52]. When the
temperature difference is small, the fluid exhibits local fluctuations due to the
heat. But these fluctuations die out and the fluid stays basically homogeneous.
This is the equilibrium phase. When the temperature difference is larger, the fluid
suddenly self-organises into spatially distributed hexagonal cells. This is the self-
organisation phase. When the temperature difference is still larger, the fluid enters
a chaotic turbulent regime.



Within the set of complex dynamical systems a subclass can be distinguished,
which is known as complex adaptive systems. Its main distinguishing feature is
that the laws of the system are no longer constant. In a fluid system, the laws of
nature determining the behavior of the fluid do not change. Different behavioral
regimes are due to different environmental parameters. But in complex adaptive
systems, both the behavior of individual elements and the nature of the interactions
may change thus giving rise to a higher-order dynamics. Examples of complex
adaptive systems are the economy [1], [21], genetic evolution [48], ecological
systems, and social systems [27]. The past decades have seen intensive research in
practically all natural, biological and social sciences guided by an awareness that
complex (adaptive) systems are a key to understand a large part of the complexity
found in nature [52].

2.2 Agent-based modeling

In parallel to these trends, a particular style of computational modeling has devel-
oped within artificial intelligence and its related disciplines. This style is known as
agent-based modeling [14]. It is particularly but not exclusively being practiced in
a field called artificial life [39]. Agent-based models analyse a domain in terms of
active entities (agents) whose behavior is specified and programmed at a very fine-
grained level. When agent populations are made to interact and evolve, we see a
multi-agent system in which global properties emerge by local interactions. Cur-
rent computer technology allows for experiments with hundreds of thousands or
even millions of agents. For example, one large-scale experiment is attempting to
model the mobility of the inhabitants of Los Angeles by programming individual
entities like cars, houses, roads, people, etc. and studying emergent phenomena
such as traffic jams and mobility patterns [44]. The agent-approach is being ap-
plied to a wide variety of problems in economics, ecology, population dynamics,
cellular modeling, etc. and is the natural paradigm for studying these systems
from the viewpoint of complex dynamics.

In Artificial Intelligence research, the multi-agent perspective has been mapped
onto robotic agents, i.e. artifical agents which have a physical body and on-
board sensors, actuators, computational and energy resources, etc. and ‘live’ in an
ecosystem which includes other agents [60]. The goal of this research is to study
what cognitive properties are emergent due to the interaction between an agent and
its real world environment and the agents among themselves [67]. This contrasts
with the top-down approach of classical Artificial Intelligence research in which
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knowledge structures are analysed and programmed in by the experimenter.

3 Application to Natural Language

Modern trends in linguistics and cognitive science are focused almost exclusively
on a single individual (idealised) speaker or hearer and have largely ignored dy-
namics, evolution and questions of origin. However, the complex adaptive sys-
tems approach and agent-based modeling and simulation is clearly relevant for
language, particularly for two areas: understanding the origins of language, and
understanding the evolutionary dynamics of whole languages.

3.1 Understanding the Origins of Language

Language is an obvious example of a complex phenomenon which has somehow
emerged in the course of biological evolution. The field of complex systems has
the origins of complexity in all its manifestations as prime target of investigation,
and so it is quite natural to see whether theories, techniques, and methodologies
can be transfered to explain the origins and evolution of language. Three ap-
proaches have been offered for explaining the origins of complexity in general:
genetic evolution, self-organisation combined with adaptation, and genetic assim-
ilation. Each of them can be applied to language. I first explain each approach
and then the application.

3.1.1 Genetic evolution

The theory of evolution by natural selection is a well known (partial) explanation
for the origin of biological complexity [48]. It entails the following aspects:

1. To get a build up in complexity, information about the structure of an organ-
ism must somehow be preserved. This task is accomplished by genes. The
genes determine the physiological form and biochemical functioning of the
organism and its developmental process. In higher order organisms there
is also the issue how behavior is preserved from one generation to the next.
For this, it is proposed that the brain contains organs which embody specific
innate behaviors. These organs are genetically encoded the same way other
organs are encoded.



2. The preservation of information happens in genetic evolution because genes
are copied from the parents to their offspring. There is assumed to be no
transmission of acquired characteristics as Lamarcke, who originally intro-
duced evolutionary thinking in biology, thought.

3. Novelty arises because the copying process may run imperfectly, resulting
in mutations, and because genes from different parents are crossed over to
yield a mixing of genes and hence possibly novel combinations.

4. What information gets preserved depends on the reproductive success of the
indidivuals that carry the information. This reproductive success depends to
a large extent on the fitness of the individual to cope with the environment in
which it finds itself, and thus individuals appear adapted to the environment.

5. A coherent population of organisms of a certain type (species) arises due to
the population dynamics of the underlying gene population, which stabilises
on the genes appropriate for organisms in a particular environment.

This explanatory structure has been applied with a great deal of success to
many aspects of biological organisms, even to complex organs like the eye. It is
therefore not surprising that it has been applied to the language faculty by linguists
[55] and biologists [49] alike. Various researchers engaged in computational mod-
eling have followed up on this and attempted to construct computational models
for the genetic evolution of language. The main steps in the genetic approach are
as follows:

1. It is assumed first of all that there is a language organ inside the brain,
which includes a language acquisition device (LAD) together with all the
machinery for parsing and producing sentences in the language according to
the grammar acquired by the LAD [11]. It is of course not claimed that the
LAD completely determines a specific language. Rather, the language organ
embodies a set of universal principles and a set of parameters that must be
set for a specific language. The acquisition of a specific language is thus ex-
plained by a developmental process which is influenced by the local context
but driven by a ‘bioprogram’ [5]. This developmental process is compared
to the growing of fingers on a hand as opposed to ‘true’ learning. Arguments
for this position come from the claim that children do not get enough data
(poverty of stimulus) and that no learning procedures have so far been found



which are adequate to explain natural language acquisition [11]. They also
come from the claim that creoles spontaneously arise when second gener-
ation immigrant children develop their own language [5]. It follows that
language is basically preserved due to genetic transmission, which implies
that there must be a set of language genes. Such language genes (or rather
their absence or malfunction) have been claimed to be demonstrated in at
least one family by Gopnik [22].

2. The preservation of language happens because language genes are copied
from the parents to the offspring.

3. Linguistic novelty arises as in all genetically based systems: through mu-
tation and recombination of language genes. Some linguists have claimed
that a single catastrophic mutation has been responsible [5] whereas others
have attempted to work out a progressive evolutionary pathway [56].

4. The shape of the grammar depends on the reproductive success of the indi-
viduals that carry the language genes and is therefore very indirect. This ex-
plains Chomsky’s pessimism in looking for evolutionary explanations and
his rejection of functional explanations for the nature of language. Lan-
guage is viewed as autonomous and full of language-unique, idiosyncratic
features, which could just as well have been otherwise [12]. This view has
been echoed by biologists like Gould (see the discussion in [18], p. 384-
393.

5. Linguistic coherence is assumed to arise in the same way as other species-
common biological features (like having two eyes or two ears). The lan-
guage genes have either a common origin due to copying, going back ulti-
mately to the same ancestors, or have spread the way other genes are known
to have spread.

Before continuing, it should be pointed out that although these positions are
very popular, particularly in the anglosaxon language and cognitive science re-
search communities, they are by no means uncontroversial. Researchers trying to
confirm Gopnik’s language games have concluded that "’the evidence (...) provides
no support for the proposed existence of grammar-specific genes.” [73], p. 930.
The poverty of the stimulus argument has been challenged because empirical data
show that there is no such poverty [57]. Learning procedures have been proposed



and experimentally tested that are much more powerful than commonly assumed
to be possible [16]. Some researchers in language dynamics have clearly demon-
strated that the formation of creoles or other external influences have more to do
with bilingualism, increased language contact and sociodynamics, than with re-
turn to a universal innate grammar [70]. The plausability of the genetic evolution
explanation has also been argued to be incompatible with the limits on the speed
of evolution and the increases in genetic storage capacity [76]. Most importantly,
the exact nature of the LAD and its associated parsing and production apparatus
remain to be found, although many hypotheses exist.

3.1.2 Adaptation and self-organisation

Another explanation for the origin of complexity, which has been studied most in-
tensely in physics and chemistry, is self-organisation [54]. It is a process whereby
a system of elements with only local interactions but strong positive feedback
loops develops a global coherence in order to cope with an in- and outflux of
energy or materials. In this case, there is clearly no genetic dimension and in-
formation is preserved by the maintenance of the self-organised structures. The
phenomenon has been observed in a variety of open physico-chemical systems, in-
cluding lasers or "Bhelouzow-Zhabotinsky” style chemical reactions. It has also
been applied to understand certain non-genetic biological phenomena such as path
formation in ant societies [19], pattern formation [43], and pre-RNA precursors to
life [33].

The formation of a shared linguistic convention in a group of distributed agents
can also be understood in terms of self-organisation [61]. The existing natural
variation in language behavior becomes canalised because the more members of a
community adopt the same convention, the stronger the convention will become.
This dynamics is only possible however if the agents change their behavior to be
more in tune with the behavior of the rest of the community. Self-organisation
therefore implies that we view a language community as a complex adaptive sys-
tem. The change in behavior may be as simple as a change in the weight of neural
network connections, as explored in neural network research [50], or it may be
based on full-scale symbolic learning or analogy.

The application of the self-organisation/adaptive systems approach yields quite
different hypotheses for the origins and maintenance of language compared to the
genetic approach:

1. Information related to language is preserved in the memory of the individu-
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als as opposed to the genes. There is no “language organ” although a more
general substrate of cognitive, perceptual and motor abilities is innate. The
language faculty has to make do with the capabilities provided by this gen-
eral purpose substrate.

2. Language is preserved through behavioral imitation based on learning. It is
transmitted in a cultural fashion as opposed to a genetic fashion.

3. Novelty arises due to various factors: The imitation/acquisition process may
result in errors, no agent has a complete overview of the language used by
all the others leading to overgeneralisation or overspecialisation, agents may
want to differentiate themselves from the perceived norm, etc.

4. What information gets preserved, and thus what the shape is of a language,
is driven by various selectionist criteria, including attempts to maximise
communicative success, minimise cognitive processing and memory load,
and be compatible with the limitations of the sensori-motor apparatus. Lan-
guage can therefore be understood from a functional perspective and is not
idiosyncratic, although there are of course ‘historical accidents’ that have
become dominant due to social convention.

5. Language coherence does not arise genetically but is due to self-organisation.
More concretely, there is a positive feedback loop between success in use
and use. A word, sound, concept, or syntactic convention, will be preferen-
tially used if its use has success. Hence the more success, the more use and
the more use the more success.

The evolution and growth in complexity of language is thus a side effect of cultural
transmission and adaptation. Hurford [29] has called this a glossogenetic evolu-
tion as opposed to the phylogenetic evolution proposed by genetically inclined
linguists.

Note that a position on the question of origins and evolution has an impact on
the nature of linguistic theory. The genetic approach championed by the Chomsky
school rejects functionalism and sees the language faculty as a formal mechanism
whose nature is largely arbitrary. The self-organisation/adaptation approach is
based on the view that language is a device for communication and representa-
tion and therefore sees the specific form of language as the result of balancing
physiological and functional constraints. Whereas the genetic approach resonates



therefore the strongest with the generative, formalistic tradition in linguistics, the
adaptive approach is more in line with cognitive [38] and functional grammar [20].
An adaptationist approach does not mean however that the source of variation is
functional - the source of variation in genetic evolution is not functional either.

The adaptive systems approach to language origins and evolution adds two
important aspects to research on neural network style or symbolic learning of lan-
guage. First of all the population dynamics is considered to be crucial, as opposed
to the learning by a single individual based on prepared examples. Second there
is a constructive aspect, language users not only learn passively the language in
their environment but continuously participate in its construction. Otherwise it is
not possible to explain the origins of language de novo, or how new features ever
enter into a language.

3.1.3 Genetic assimilation (the Baldwin effect)

As with many binary oppositions, it is also possible to find a synthesis, in this
case between the genetic view and the adaptive systems view. This approach is
taken by researchers that accept that adaptive forces are at work in the acquisition
and formation of language, but that there is nevertheless a genetically specified
language organ, which is the result of (indirect) progressive encoding of linguistic
structures in the genetic material. The theoretical framework explaining how this
is possible has first been proposed by Baldwin and demonstrated in computational
experiments by Hinton and Nowlan [26].

The main idea is to have a dual dynamics. There is genetic evolution but there
is also individual adaptation. The combination gives an individual whose genetic
make-up is already close and who can bridge the gap through adaptive learning,
an advantage over an individual whose genetic make-up is further removed from
the desired gene set or who has no such learning ability. An individual who needs
less time for learning or adaptation has an even greater advantage (assuming the
environment stays constant), so that the genes of this individual will have a higher
chance of proliferating. It can be shown that certain characteristics which are
initially acquired through cultural invention, propagation, and learning can thus
gradually become compiled into innate structures.

The same scenario could be applied to language, and has been suggested by
various researchers [49], [35]. Initially there would be almost no innate structures
and the language is acquired/constructed through learning and adaptation. But, if
the time of learning plays a role in selection (and if the language is not a moving



target), organisms will be favored that already have part of the structure of the
language encoded in their genes. The net effect would be an innate language
acquisition device as well as adaptive/constructive capacities.

3.2 Language Dynamics

The multi-agent approach lends itself also very well to study a second set of is-
sues in linguistics, namely those related to language dynamics [70]. The study
of language dynamics focuses on what happens when two languages get in con-
tact, when there is migration from one community to the territory of another one,
when social structures break down or shift, when large-scale epidemic diseases
wipe out large parts of a population, when a new culture with many new artefacts
sweeps through an existing culture, etc. It is known that in all these cases, various
dynamical phenomena can be observed, including language death, the birth of a
new language (as in creoles), strong mutual influences, even replacement of large
portions of the language by that of another one (for example, a take over of the
lexicon while preserving the syntax, or a take over of the syntax while preserving
the lexicon).

The multi-agent approach allows us to simulate large collections of agents
which each have their own ideolect and to study the propagation of new features
or the changes due to language contact or change in social structure. What is re-
markable is that we see behavioral regimes analogous to those observed in other
complex systems. For example, under certain in- and outflux rates of agents and
possible meanings, a self-organised coherence is seen, just like the Bénard fluid
organises into hexagonal cells. But when these rates get out of balance, for exam-
ple because new agents come in too quickly or existing agents leave too rapidly
or too many new meanings need to be expressed, there is a disintegration of the
language similar to a turbulent chaotic regime (see figure 1 from [65]). In between
these two regimes, we see an increased variation, causing rapid (linguistic) evolu-
tion “on the edge of chaos”. Similar phenomena of rapid evolution have also been
observed in physico-chemical and biological systems which are far from equilib-
rium [32].

The study of language dynamics using concepts from complex systems is in
itself extremely exciting but will not be further explored in the present paper.
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Figure 1: Each graph plots the evolution of a population and the running aver-
age of communicative success for 500,000 linguistic interactions. The population
fluctuates between 50 and 90 agents. The agents develop a lexicon to refer to
themselves so changes in the population also imply changes in the set of possible
meanings. In the left graph, the population is able to cope with the change. In
the right graph, the population changes much more quickly and communicative
success drops occasionally back to zero before rebounding again.

4 Experiments

4.1 General Structure of synthetic experiments

It is possible to apply the multi-agent simulation methodology to all levels of
language and explore each of the three approaches discussed above. The gen-
eral structure of such synthetic experiments is however always the same. There
is a population of ‘entities’ capable to engage in linguistic or cognitive behav-
ior. For the rest of the paper I will call these entities agents. The population
is typically open (new agents enter and others leave). To show that language is
maintained despite this in- and outflux is already one of the main challenges of
every experiment. In experiments involving a semantic component, there is also
a population of situations in the world which can be the subject of a linguistic
communication. To study issues of meaning creation and grounding, the agents
are sometimes encapsulated in physical robots and the situations are then physical
situations encountered by the robots operating in their environment. The set of
possible situations is then open as well, as is the case for humans or animals.

The agents engage in two types of interactions. There are linguistic inter-
actions, for example one agent produces a sound and another one perceives the
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sound, or one agent formulates a sentence and the other one tries to parse it. In
the remainder of the paper, I will call such linguistic interactions games, partly in
order to make the connection with evolutionary game theory [48]. In the adaptive
approach, the linguistic rules of the agents may change based on the outcome of
a game. In a purely genetic approach, the rules do not change as the result of
a linguistic interaction. Instead, there are genetic interactions which involve the
creation of offspring from one or two parents. Innate linguistic structures may
change at this point due to mutation and recombination. In a genetic assimilation
approach, a combination of adaptive changes and genetic changes is seen.

A simulation typically starts with a population of agents which engage in lin-
guistic and/or genetic interactions. As a side effect of these interactions, new
linguistic structures may be formed or structures may propagate. The exact nature
of the interaction and the nature of the side effect is different for each experiment.
There are however some important criteria which need to be respected to yield
realistic models, including realistic models for natural language dynamics:

1. The distributed systems constraint. Multi-agent systems must be conceived
as distributed systems. There should be no agents which have a complete
view of the behavior of all the other agents and neither should there be
agents which can completely control the behavior of all the others. Indeed,
no single language user has a complete overview of his language nor can
anyone determine by fiat what linguistic convention will have to be adopted
by the whole population.

2. The limited rationality constraint: Agents should not have direct access to
each other’s internal states. They can only exchange information or cause
change in others by interaction. This is clearly true for human language use.
A language user cannot inspect or change the internal brain states of another
language user.

3. The open systems constraint. There should be an influx and outflux of
agents in the population and an influx and outflux of meanings. This is not
only because of realism with respect to human populations and cultures.
It is known in dynamical systems theory that this in- and outflux is neces-
sary to explain partly what kind of structures will emerge and why there is
evolution in the structure.

The remainder of this section now gives examples of experiments for different
aspects of language.
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4.2 Evolution of communication

There has been a substantial amount of work addressing the question how com-
munication itself may arise in a community of distributed agents. This work is
more closely related to biology (more specifically ethology and ecology) than to
linguistics because the communication systems studied have the characteristics of
animal signalling systems rather than full-blown human languages: Only a very
small fixed set of meanings can be expressed and there is no recursive combination
of building blocks. Nevertheless these experiments show clearly how communi-
cation may evolve using the principles introduced earlier.

Some of the first experiments have been reported by MacLennan [42]. They
have the following structure:

1. Agent population: There is a changing population of agents located in an
environment. The agents can perceive aspects of their environment and
potentially emit signals to communicate perceived states to others. An agent
which correctly interprets a communication of another one has an increased
chance of survival. New agents are obtained by the breeding of two existing
agents. The probability of death or breeding depends on the fitness of the
agents involved.

2. Innate structure: The agents have signal-situation tables which they use to
produce a signal and to decode a signal. The agents are born with a signal-
situation table.

3. Linguistic interaction: One agent may produce a signal based on perceiving
a situation and retrieving the corresponding signal from his table. Another
agent perceives the signal, and by looking it up in his table, predict the sit-
uation which he cannot see otherwise. The interaction has been successful
for the second agent if the predicted situation indeed coincides with the real
situation.

4. Adaptation: MacLennan has done two types of experiments: experiments
where changes in the signalling system are purely genetic, and other exper-
iments where they are both genetic and cultural. In the latter case, an agent
changes his situation-table when there has been a prediction failure, in such
a way that this failure will no longer occur in the future.
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5. Source of novelty: Novelty is due to the mutation and crossover operations
acting on the genetically transmitted signal-situation tables.

6. Genetic interaction: A new agent is born with a crossover of the signal-
situation tables of his two parents. Generations of agents partly overlap to
allow cultural preservation as well.

The computer simulations show that the average fitness in the population (of size
100) increases 50 times due to communication based on genetic evolution alone.
In other words, when communication gives an advantage, the genotype of the
individuals will evolve through random mutation and combination so that it codes
for communication. MacLennan also found that if a simple learning algorithm was
added, fitness increases 150 times. This shows that learning is a more effective
means to propagate linguistic conventions.

The MacLennan experiment makes a number of assumptions which other re-
searchers have further investigated and often been able to weaken:

1. The experiments assumed that a successful communication has direct ben-
efit, by design. Other researchers have weakened this assumption. For ex-
ample, Werner and Dyer discuss an experiment where successful commu-
nication helps to find a mate [74]. Cangelosi and Parisi coupled successful
communication to the warning for poisonous food resources [10]. More
generally, it appears that the fitness measure can be anything that has an
impact on future survival of the organism and its reproductive success.

2. The experiments assumed that communication aids in cooperation, which
raises the question why agents would ever cooperate. Also this assumption
has been weakened. First of all, there has been a lot of other work in the
artificial life and economical literature on how cooperation itself may arise,
even if the agents are not altruistic [41]. There have also been experiments
showing that communication may arise in situations where the agents have
adversary relations [8], and that communication does not necessarily have
to benefit only the information sender [2]. More generally, any form of
interaction between agents is enriched when there is some form of commu-
nication.

3. All these experiments assume the ‘Saussurean’ convention that the same
signal is used both for reception and emission of a message. Hurford [28]
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has been able to weaken this assumption and show that this convention itself
will emerge in genetic evolution. Similar results have been obtained by
Oliphant who has identified constraints under which the convention may or
may not emerge [53].

In conclusion, we can say that it has been shown quite clearly in a variety of
experiments that (limited) communication systems arise in groups of agents when-
ever communication is in some way important for the survival of these agents.
Communication systems arise both in genetic and adaptive systems. The next
question is how these simple signalling systems could ever have evolved into full-
fledged languages. The first puzzle is how human communities have been able to
develop shared but open-ended sound systems that through modular combination
can form the basis of open-ended lexicons.

4.3 Phonetics and Phonology

Languages show an enormous variety of possible sounds [37], there is also variety
between individual speakers of the same language and speaking contexts [36], and
children or adults tend to learn the sound pattern available in their environment.
Nobody has therefore ever proposed that the sounds of a specific language are
innate, even though there are universal properties of human phonological systems.
On the other hand, it has been proposed that humans are equipped with an innate
perceptual and articulatory apparatus for recognising and producing distinctive
features [13], [46]. Such distinctive features could therefore form a natural part of
the universal language acquisition device, which is a part of the innate language
organ. Attempts to synthesise sound systems using a purely genetic approach have
however not been very successful (at least none have been reported in the literature
to my knowledge). The main problem is that if a new sound (or a new distinctive
feature) originates in a single individual by genetic mutation, it does not give
this individual any advantage. It is only when a sufficient number of individuals
undergo the same mutation, which is exceedingly unlikely, that the shared sound
is beneficial. The evolution of language differs in this sense drastically from the
evolution of other biological features. In the case of language the environment is
constantly changing and partially determined by the behavior of the agents.

On the other hand, many phoneticians who have reflected on the origins and
evolution of language, such as Lindblom, MacNeilage and Studdert-Kennedy
[47], have embraced an adaptive systems approach, in which a mapping between
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gestures and formant shapes evolves through cultural transmission and adapta-
tion. Distinctive features then become emergent properties seen in retrospect by
a descriptive linguist. The adaptation is driven by two types of selectionist crite-
ria: perceptual constraints such as the limitations of the human ear, maximisation
of distinctiveness and symmetrical balance, and articulatory constraints such as
expressability, repeatability and energy minimisation. Several researchers have
shown theoretically that these criteria are sufficient to constrain the kind of sound
systems that occur in human languages [40], [7], [6], [17], et.al.

However these demonstrations do not yet show whether sound systems can be
originated and acquired by local interaction between agents. This is where agent-
based modeling and simulation comes in. A simulation experiment by de Boer and
Steels [15] has successfully demonstrated the self-organisation of a sound system
through adaptive imitation games. The experiment has the following structure:

1. Agent population: There is a population of agents and an in- and outflux of
agents which is independent of their linguistic performance.

2. Innate structure: There is no innate phonetic knowledge. The agents have
a synthetic articulator modeled after the human vocal tract and a perceptual
apparatus that decomposes real-time signals into formants.

3. Linguistic interaction: One agent (the initiator) produces a sound or sound
sequence from its repertoire, which is initially empty. The other agent (the
replicator) attempts to imitate the sound, which implies that he is able to
recognise the sounds produced by the initiator and instantiate a gestural
score that corresponds to the sounds. The initiator in turns interprets the
sound produced by the imitator and gives a positive feedback when the im-
itation is deemed to be close enough.

4. Adaptation: Failure in imitation causes the imitator either to hypothesise
a new sound, when the unrecognised sound is too distant from existing
sounds, or to shift an existing sound slightly to get closer both in terms
of perception and articulation to the sound just perceived.

5. Source of novelty: A new sound is created by a random combination of
articulatory controls. There is outside pressure on the system to expand the
sound repertoire, which could come from a lexicon formation process for
example.
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Figure 2: The figure shows the position of vowels in perceptual space for different
agents (labeled a,b,c, etc.). The x- and y-axis correspond to the first and second
formant respectively. The left system of 7 vowels originated from scratch. A new
vowel is already emerging ath the left bottom. The right vowel system evolved
from the left one after 1000 additional imitation games. The new vowel is con-
firmed and other vowels have moved slightly to maintain distinctive distance. All
this happened despite of a steady in- and outflux of agents in the population.

6. Genetic interaction: None.

An example of sound system evolution derived by playing a series of imitation
games among a fluctuating group of about 20 agents is given in figure 2. A stable
system is reached. Evolution continues if there is pressure on the system (e.g.
from the lexicon) to create new vowels. A flux of the population does not desta-
bilise the vowels as long as the in- and outflow is bounded. Such sound systems
clearly show characteristics similar to human sound systems. Most importantly,
they may expand or adapt when confronted with a population that has already
evolved another sound system.

This experiment shows beyond doubt that (1) a shared sound system may
emerge through self-organisation and adaptive imitation games, (2) no language-
specific articulatory control or perceptual apparatus needs to be innate, and (3) the
selectionist criteria proposed by phoneticians are indeed enough to derive natural
sound systems in a bottom-up emergent way.

A similar experiment for deriving vowel systems through agent-based models
has been reported by Berrah et.al. [4]. They have explored a genetic assimilation
approach: Agents are selected based on how much effort they need to do to learn
a phoneme. Berrah, et.al. also report convergence, however, agents are allowed to
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‘see’ each others’ internal brain states thus violating the limited rationality con-
straint.

4.4 The Lexicon.

Several simulation experiments have been reported in the connectionist literature
showing how a neural network may acquire both a set of concepts, internally
encoded as activations of hidden nodes, and a set of associated words for these
concepts, by repeated exposure to pairs of situations and descriptions. A typical
example has been reported by Regier [58] for the acquisition of spatial relations
using structured connectionist networks and the back-propagation learning algo-
rithm. A first experiment on real robots has been performed by Yanco and Stein
[77]. Their robots use reinforcement learning to acquire the mapping between
internal states/actions and signals. These experiments use an adaptive approach
but do not yet show how a lexicon may originate, because the lexicon is provided
externally by the experimenter. They also do now show how lexicons may expand
based on the needs to lexicalise new meanings, because the set of meanings and
agents is fixed.

One of the first experiments weakening these assumptions has been published
by Hutchins and Hazlehurst [31]. It is prototypical for the adaptive/constructive
approach to lexicon formation and meaning creation. Its structure is as follows:

1. Agent population: There is a population of agents and an in- and outflux of
agents which is independent of their linguistic performance.

2. Situation population: There is a population of situations that the agents may
encounter. In the Hutchins-Hazlehurst experiment, this situation population
is however fixed.

3. Innate structure: There is no innate semantic nor lexical knowledge. The
agents come equiped with a domain-independent connectionist network that
analyses a situation into activation of nodes on a hidden layer. The hidden
layer acts also as the verbal input/output layer (figure 3). The weights of
these networks are initialised randomly.

4. Linguistic interaction: The agents engage in language games, taking turns
as speakers and listeners. A speaker perceives a situation and emits a pat-
tern of activation on the verbal output layer. The hearer perceives the same
situation and uses the output produced by the listener as an additional input.
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Figure 3: Connectionist network used in the Hutchins-Hazlehurst experiment.
There is an auto-associatior network which attempts to reconstruct on the out-
put layer the activation received on the input layer through the intermediary of a
hidden layer. This hidden layer is associated with verbal input/output through an
additional layer.

5. Adaptation: There are two types of adaptation. The first one is the auto-
associator network which is adjusted by the speaker and the listener using
the back-propagation method, until the visual output layer corresponds to
the visual input layer. The second one is another associative network which
is adjusted by the listener so that his hidden layer matches hidden layer of
the speaker.

6. Genetic interaction: None.

Hutchins and Hazlehurst report that after a set of interactions, the agents generally
converge on a shared lexicon, meaning that the patterns produced on the verbal
input/output layer for the same situation are compatible among the agents. When
an additional network is added mapping the hidden layer on an output layer, the
internal representation (the distinctions encoded in the hidden layer) are no longer
identical. There is communicative success despite differences in internal repre-
sentations.

Steels [60], [64] has reported another series of experiments in adaptive lexi-
con formation which are similar to the Hutchins-Hazlehurst experiment: Agents
have no innate semantic or lexical knowledge, but develop a joined lexicon and
meaning repertoire through adaptive language games. Both the set of agents and
the set of situations is open. In these experiments, the source of new meanings
is not an auto-associative network but a selectionist mechanism that builds up
features through discrimination games. The lexicon is not stored in the form of
a connectionist network but as a set of associations between words, meanings,

19



their use and success, so that ambiguity, homonymy, and synonymy can occur. A
word-meaning pair that is experienced by the agent to be the most successful, is
prefered. This induces a positive feedback loop (the more use the more success,
and the more success the more use) giving rise to self-organised coherence.

The lexicon formation and meaning creation mechanisms proposed by Steels
have been ported to physical robots [68], so that the situations are generated
through the real-world interaction of the robot with the environment and the in-
puts for a language game are directly derived from sensory channels. The robots
are autonomous ‘Lego-vehicles’ now widely used in experiments in “bottom-up”
Al research (see figure 4). The robots engage in language games. When a robot
decides to become the speaker, he seeks out another one, points (by orientation) to
a topic of the conversation, which is one of the objects in the immediate environ-
ment, then conceptualises a distinctive feature set distinguishing the topic from
the other objects in the context, and verbalises this distinction. The hearer also
conceptualises the same reality, parses the expression of the speaker, and matches
his interpretation with his expectation. Positive feedback is given by the hearer
when expectation and interpretation match. When any step in this game fails,
adaptation occurs: new distinctions are created, new words are created, existing
word-meaning pairs are revised, etc. The experiments show that a group of robots
manages to develop a common set of distinctions and a common lexicon for ver-
balising them, all this without human intervention, and without innate linguistic
or semantic knowledge nor genetic transmission.

4.5 Syntax

The domain of syntax (including morphology and morphosyntax) is the most com-
plex area of language, particularly if we consider the production of syntactic struc-
tures driven by meaning and the parsing of syntactic structures into meaningful
internal representations. It is therefore not surprising that there are fewer global
experiments reported so far. Nevertheless, some early experiments focusing on
partial aspects of syntax (e.g. word order) can be seen. These experiments have
the same structure as the experiments discussed so far. By way of example, we
discuss some experiments by Briscoe which explore the formation and propaga-
tion of grammatical constraints [9].

Briscoe explores grammars in the categorial grammar formalism. Possible
categories and their combination constraints are encoded as feature structures
which are organised in a lattice so that generalisations are captured through an
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Figure 4: Top: Scene in which two robots engage in a language game that allows
them to form a common repertoire of distinctions and a common lexicon for ver-
balising these distinctions. The bottom figure shows the sensory data-streams that
are input to the conceptualisation module during the physical interaction shown
above.
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inheritance hierarchy. Briscoe assumes the Chomskian Principles and Parameters
framework. Agents are born with an extensive universal grammar (which specifies
for example all the possible categories and their possible combinations), but there
are parameters which have to be set based on examples from the language found
in the environment. These parameters focus specifically on word order (SOV,
VOS, etc.). The goal of the experiments is to show (1) that the values of param-
eters can be acquired through learning, and (2) that there is a progressive genetic
assimilation, i.e. parameters become set and thus part of universal grammar.
The structure of the Briscoe experiments is as follows:

1.
2.

Agent population: There is a population of agents with an in- and outflux.

Innate structure: The agents are born with all the machinery for generat-
ing and analysing sequences of categories (sentences) based on a categorial
grammar. The grammar itself is partly innate, in particular, it contains the
kinds of categories that may occur, and some or all of the ordering in which
categories can be combined.

. Linguistic interaction: One agent generates a sequence of categories and an-

other agent attempts to parse it based on his grammar. The interaction has
been successful for the second agent if a parse tree could be constructed.
The agents have a fitness which depends on their success in linguistic in-
teractions, as well as the load on working memory and the expressability of
their language.

. Adaptation: An agent may set a parameter in his grammar when he was

unable to parse a sentence. The new setting is based on a simple learning
algorithm.

. Source of novelty: There is no true source of novelty. The experiments

are either started up with (adult) populations already containing different
language distributions, or with randomly initialised populations. The ex-
periments show that one type of language will dominate the population.

Genetic interaction: The most fit agents are allowed to generate offspring.
The new agent obtains grammars of both parents after a crossover and pos-
sible mutation.
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The experiments of Briscoe show that genetic assimilation indeed takes place.
They also show that the genetically fixed parameters evolve towards the dominant
language in the environment, say an SVO language. In other words, if the popula-
tion starts out with a particular bias, this bias will become coded in their inherited
parameter sets. Which language is dominant will depend, among other things, on
the parsing complexity (working memory load) which plays a role in the fitness
determination.

Several other interesting efforts in syntax can be reported. The role of func-
tional constraints has been the subject of various genetic and/or cultural exper-
iments in the origins and evolution of syntax. For example, Hawkins [24] has
developed a measure of complexity for parsing, which reflects how many units
need to be retained in memory before decisions can be made about which consti-
tutent structure underlies a particular sentence. He predicts on this basis the oc-
currence of word order universals. This measure has been shown in agent-based
simulations by Kirby [34] to converge indeed to distributions that reflect univer-
sals found in language, even though not all features of language can be shown to
have a functional explanation.

In another fascinating series of experiments Ikegami and Hashimoto [23] have
investigated how a grammar formalism itself may become more complex, i.e. how
formalisms of the power of regular phrase structure grammars may develop into
context-free, context-sensitive and eventually unrestricted rewrite grammars. The
experiments are also based on games in which one agent generates a sentence
and another one attempt to parse it. Agents adjust their grammar by mutations or
recombinations of grammar rules.

All the above experiments treat grammar as a formal device and do not em-
bed the evolution of grammar within communicative acts (as the language games
used in studying the origins of lexicons that were reported earlier). However,
some first examples of semantically driven syntax origins using adaptation/self-
organisation have been reported. One experiment has been conducted by Batali
[3]. It involves agents that encode structured meaning into strings of characters
and decode strings back to meaning, using recurrent neural networks. After an
interaction, agents compare their meanings directly (a step which obviously needs
to be revised to approach more realistic multi-agent conditions). If the speaker’s
intended meaning does not match with the hearer’s, the hearer adjusts his gram-
mar. After a sufficient number of interactions and adjustments, word order is seen
to be systematically exploited for expressing meaning.

Another experiment in meaning-driven development of syntax has been re-
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ported by Steels [66]. The experimental setup which acts as the source of meaning,
involves two robot "heads” which can track moving objects with a camera (figure
5). Moving objects are detected based on difference matching of two consecu-
tive images and each head attempts to maintain the moving object in the center of
vision by rotation. The heads watch a scene in which a robot is moving around.
Occasionally, other objects come into view which are visually detected by distinc-
tions against the background. Different properties of each image-object, such as
the average greylevel, the position or changes in position of the angle of the head,
the distance (correlated with the size of the bounding box surrounding the ob-
ject), etc. act as the sensory inputs to develop a repertoire of distinctions and then
a lexicon for expressing these distinctions using methods discussed earlier [64].
The additional component responsible for syntax is a general structure-detecting
engine that analyses objects (and hence possibly words) into hierarchical struc-
tures based on their properties and mutual constraints. The same engine is also
capable to synthesise conglomerations of objects so that the constraints are again
satisfied. This capability is not only relevant for language production but also for
planning, for drawing objects, etc. Use and success of structures is monitored
and the most successful structures are preferentially used, causing gradual self-
organised coherence. Selectionist pressure comes from attempting to express as
accurately as possible the recent (dynamic) scenes using a minimal amount of
cognitive load both for parsing and producing. The experiments show a growing
complexity in the syntax as needed to express more and more complex properties
of the perceived objects and relations between them.

These various experiments in the origins of syntactic structure tackle pieces of
a very complex puzzle that will all have to be put together to reach a satisfactory
explanation for the multi-dimensional richness of natural language syntax. How-
ever it is quite clear that also in this domain, the paradigm of complex systems and
multi-agent simulations is opening up a new tremendously exciting dimension in
the study of language.

5 Conclusions
The origins and evolution of language is one of the major unresolved problems of
science, despite a long history of research on the subject [71],[72]. There is at the

moment a growing research effort to model and synthesise processes underlying
the origins and evolution of language. This paper has attempted to circumscribe
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Figure 5: The top figure shows the ‘artificial eye’ of a robotic head capable to track
a moving object. The bottom figure shows the (smoothed) dynamically varying
properties of perceived object-images which act as input to the language games
played by two heads watching and commenting on dynamic scenes.
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and illustrate these efforts. Three main approaches are seen: genetic evolution,
cultural adaptation, and genetic assimilation. Various experiments have already
been reported that show inklings of how various aspects of language may have
come into existence and how it continues to evolve and adapt. There is no doubt
that the coming decade will see increasingly more sophisticated models, scaled
up computer simulations, and intriguing robotic experiments, all leading to a solid
scientific theory on the origins and evolution of language.
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