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Abstract

Children change in their word-learning abilities sometime
during the second year of life. The nature of this be-
havioral change has been taken to suggest an underlying
change in mechanism, from associative learning to a more
purely symbolic form of learning. We present a simple
associative computational model that accounts for these
developmental shifts without any underlying change in
mechanism. Thus, there may be no need to posit a qual-
itative mechanistic change in the word-learning of young
children. More generally, words, as symbols, may emerge
from associative beginnings.

Overview
Word-learning is likely to rely heavily on associative
learning, such that the child comes to associate the sound
“dog” with dogs, the sound “cat” with cats, and so on.
However, children’s word-learning abilities change sig-
nificantly during the second year of life, and some have
proposed that this behavioral change reflects an under-
lying mechanistic shift away from a purely associative
base. In particular, it has been proposed that sometime
during the child’s second year, a conceptual insight into
the symbolic, referential nature of words occurs (Mc-
Shane, 1979). This insight then supports a more purely
symbolic form of learning, in contrast with the simple
associative learning that preceded it.

A number of changes in word-learning occur at around
this age. When viewed as a totality, this array of behav-
ioral changes does suggest a mechanistic change of some
sort. We shall argue, however, that these changes may be
accounted for without recourse to any posited conceptual
insight, or any qualitative mechanistic change in the na-
ture of word-learning. Instead, they flow naturally from a
purely associative mechanism, operating over similarity-
based representations. As these representations gradu-
ally become more peaked and finely differentiated, the
child’s linguistic behavior becomes more recognizably
“symbolic”. We argue this point by presenting an as-
sociative computational model, and demonstrating that
it matches the developmental shifts of 1- to 2-year-old
children. Thus words, as discrete arbitrary symbols, may
emerge from fundamentally associative, similarity-based
mental material.

We are not the first to propose this general idea, nor
to present a computational model supporting it (Cottrell

and Plunkett, 1994; Elman et al., 1996; Merriman, 1999;
Plunkett et al., 1992). However, the specific cluster of
behavioral issues we address have not, to our knowledge,
yet been accounted for computationally.

We begin by briefly outlining the empirical evidence
for a change in word-learning during the child’s sec-
ond year of life. We then present an associative com-
putational model, and demonstrate that it accounts for
this change. We also highlight predictions made by the
model, and some preliminary evidence in favor of them.
We conclude with a discussion of the ramifications of
this account.

Empirical Evidence
During the second year of life, the child’s word-learning
behavior changes in at least four respects: ease of learn-
ing, honing of linguistic form, honing of linguistic mean-
ing, and the learning of synonyms.

Ease of learning
As children first begin to produce words, their acquisi-
tion of new words is slow and errorful. New words are
added at the rate of 1 or 2 every few weeks (Gershkoff-
Stowe and Smith, 1997). Then between 18 and 22
months (when the child has about 50 words in produc-
tive vocabulary), the rate of new word acquisition accel-
erates dramatically, with reports from detailed diary stud-
ies of children learning as many as 36 words in a single
week (Dromi, 1987). Experimental studies replicate this
shift in the laboratory. At the beginning of word learning,
13- to 16-month-olds can acquire a word-object linkage
in comprehension based on 4-8 training trials (Bird and
Chapman, 1998). By the time children are 2 to 3 years of
age, a single learning trial is sufficient for word learning
in comprehension and production, and for generalization
to an appropriate range of referents. Thus, children ap-
pear to shift from learning as a gradual process to the sort
of all-or-none process that often characterizes symbolic
learning.

Honing of linguistic form
Infants must learn what counts as a word in the language
they are learning, and what does not. The developmen-
tal evidence suggests that in the beginning, words func-
tion as ordinary members of the open set of possible as-
sociates. Later, however, the range of acceptable word



forms becomes narrower. For example, Namy and Wax-
man (1998) found that 18-month-olds readily accepted
a hand gesture as a word form — in that they learned to
associate the gesture with a referent. Older children how-
ever, 26-month-olds, did not learn the association. This
developmental trend has been replicated using other non-
phonological “words” (Woodward and Hoyne, 1999).

There is other evidence that the process is one of “hon-
ing” or narrowing the set of possible forms. Although in-
fants readily discriminate between individual phonemes
in perceptual tasks, they do not exploit this level of detail
in their initial representations of words (Stager & Werker,
1997; see also Bird & Chapman, 1998). Specifically,
at the beginning of word learning, at 14 months, babies
cannot learn thatbih anddih refer to different items, al-
though they can learn this for globally different forms
such aslif andneem. Thus children seem to move from a
state in which they are sensitive primarily to overall sim-
ilarity or difference between word forms to one in which
they are acutely sensitive to minor differences.

Honing of meaning

Just as forms become progressively restricted with devel-
opment, so do meanings. Early in word learning, 13- and
18- month old children generalize a newly learned ob-
ject name to new referents by overall similarity across all
dimensions (Smith, Jones, Gershkoff-Stowe & Samuel-
son, 1999). But older children systematically generalize
novel names for artifact-like things using the specific di-
mension ofshape(Smith et al., 1999). Thus, children
come to pay attention to particular dimensions of refer-
ents and disregard others - much as they do with word
forms. (A distinction however is that this “shape bias”
holds for object names and not other sorts of names.)

Synonyms

Children assume that two different forms carry two dif-
ferent meanings. This has been termed themutual ex-
clusivity assumption. One specific manifestation of this
assumption is that young children tend to resist learning
synonyms. Liittschwager and Markman (1994) found
that 16-month-olds, who can learn a new word for an as-
yet-unnamed object, have trouble learning a new word
for an already-named object (i.e. a synonym). However,
24-month-olds learn novel names and synonyms equally
well - they do not exhibit a particular resistance to learn-
ing synonyms. Thus, there is a shift in the ease of learn-
ing synonyms, one that occurs at about the same age as
the other changes in word-learning outlined above.

These roughly simultaneous changes, in ease of
learning, form-honing, meaning-honing, and synonym-
learning, may suggest an underlying change of mecha-
nism sometime near the second birthday. However, we
shall argue that no qualitative change in mechanism is
necessary to account for these parallel developmental tra-
jectories. They emerge naturally from a single funda-
mentally associative mechanism.

Foundational Assumptions
As we have seen, children do not enter the world with a
clear sense of what counts as an acceptable word form.
But if this is the case, what differentiates word forms
from meanings in the first place, in the mind of an in-
fant? Both are experiences of events or objects in the
world. We assume that the answer lies in the child’s
awareness of her interlocutor’s stance as a social other.
Specifically, we assume that the child will take the ob-
ject of the interlocutor’sattentionas a potential referent
(Baldwin et al., 1996). Further, we assume that those
intentional actions of the interlocutor to which the in-
terlocutor isnot attending are taken as potential forms
– this will include verbal utterances, gestures, and any
other unattended action. It is known that pre-linguistic
infants are sensitive to the object of attention of another
person (Corkum and Moore, 1998). Thus, the deploy-
ment of the interlocutor’s attention serves as a plausible
starting-point for the development of the form/meaning
distinction.

The Model
The model, shown in Figure 1, builds on these social
assumptions. It accepts as input a potential form and a
potential referent, which are assumed to have been de-
termined by the interlocutor’s deployment of attention.
These inputs are each represented by a bank of nodes,
corresponding to features of experience. Form and refer-
ent are associated in the top layer of the network, which
holds a localist lexicon - in which each node stands for
a distinct pairing of form and meaning. The form and
meaning for a given lexicon node are encoded on its in-
coming weights. New nodes are added to this lexicon as
new form-meaning pairings are encountered (Carpenter
and Grossberg, 1988).

The central concept of the model is that different di-
mensions of experience acquire different degrees ofcom-
municative significance, or selective attention (Nosofsky,
1986). This is true of both form and meaning, which
are represented in the same psychological space. At the
beginning of learning, all dimensions are equally, and
weakly, weighted, and the model responds in a graded
fashion, on the basis of overall similarity. Later in learn-
ing, however, some dimensions become very significant,
and others insignificant. The model then responds cat-
egorically, in the all-or-none fashion characteristic of
symbolic representations. It is this transition that we sug-
gest underlies the emergence of words, as symbols.
Formalpresentation: Given any input, the model com-
putes the distance of the current input from the weight
vector of each lexicon node:

di =
√

∑
j

sj(i j −wi j )2

Heresj is the communicative significance of dimension
j, i j is the current value (+/-1) of input dimensionj, and
wi j is the weight on the connection from input nodej to
lexicon nodei. Note that distance is computed over both
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Figure 1:A model of early word learning.

form and meaning dimensions, together. The activation
of the lexicon node is then an exponential function of this
psychological distance (Shepard, 1987):

ai = exp(−di)

Thus, the activation for a lexicon nodei will be at its
maximum (1.0) whendi is zero - which will occur when
the input and weight vectors are identical along signifi-
cant dimensions. There is also a “novelty node”, a nov-
elty detector that is activated to the extent that no existing
lexicon node is activated:

anovelty= 1−maxi(ai)

Given these activations, we can compute a probability
distribution over the lexicon, including the novelty node,
using the Luce choice rule:

pi =
ai

∑ j aj

A new lexicon node is then created with probability
pnovelty – the probability associated with the novelty
node. If this node-creation does occur, the newly-created
nodek is incorporated into the lexicon, and its weights
are set by the current input values, multiplied bypnovelty
(Hebb, 1949). Thus, the more clearly novel the input
is, the stronger the weights on the newly allocated nodes
will be.1

wk j = i j × pnovelty

If a new node is not created, the most highly activated
nodek in the lexicon is selected for training. The model
is then trained under gradient descent, with a target value
of 1.0 for pk, and target values of 0.0 for all other
pi , i 6= k. This will reinforce nodek’s representation of
the form-meaning pairing currently presented as input,
moving its weightswk closer to the current input, and
those of competing nodes farther away. Similarly, thes

1Nodes that are created but not revisited within a given
number of epochs are pruned from the lexicon. In current sim-
ulations, that number of epochs is 1.

values (significance weights) will be adjusted to help dis-
criminate lexicon nodes from each other. We then train
again with only the form as input, and with the same tar-
get outputs. And finally, we train again with only the
referent as input, and with the same target outputs. This
three-step training causes the selected nodek to act as a
category node for both form and referent - and thereby to
link the two.

The equations above, with the exception of the nov-
elty node activation and creation, are adapted from exist-
ing models of categorization (Kruschke, 1992; Nosofsky,
1986). Merriman (1999) has shown that a similar for-
malism can account for the mutual exclusivity bias and
shape bias in word-learning – the present model builds
on this work. The combination of form and meaning in
a single representation echoes the linguistic production
model of Dell et al. (1997). This links theoretically cen-
tral aspects of our model to existing models of related
processes, models that have already received empirical
support in their own right.
Testing: Once a set of words has been learned, one may
test the model on either comprehension or production of
a learned word. In a comprehension test, the word form
is supplied to the network, but no referent is supplied. A
winning lexicon nodek is selected, as above, but from
a competition based on the form dimensions only. The
referent dimensions of nodek’s weight vectorwk are then
projected down to the referent inputs:

i j = wk j

This reconstructed referent constitutes the model’s re-
sponse to the word form supplied as input. Production
tests proceed analogously, but with the referent supplied
as input, and the form produced as output.

Accounting for Existing Data
In the simulations reported here, the model was trained
on a dataset of form-meaning pairings, and tested at var-
ious points during training. There were 6 dimensions
for form: 4 were significant (such that a pattern over
these dimensions was predictive of the referent), and 2



were insignificant (not predictive). Similarly, there were
6 dimensions for meaning: 4 significant (such that a pat-
tern over these dimensions was predictive of the form),
and 2 insignificant (not predictive). The training set con-
sisted of 75 variants of 5 words; a variant of a word pre-
served the significant dimensions of the word while alter-
ing insignificant dimensions. The words and their vari-
ants were represented by either +1 or -1 on each dimen-
sion. The specific values were chosen randomly, subject
to the constraint that patterns over the significant dimen-
sions of form be predictive of significant dimensions of
meaning, and vice versa. The model was trained on this
dataset for 100 epochs. The learning rate was 0.05. As
expected, the significance weights differentiated signif-
icant from insignificant dimensions increasingly clearly
over the course of training. At epoch 6, the difference be-
tween the average significance weight over dimensions
intended to be significant and the average significance
weight over dimensions intended to be insignificant was
1.06608. By epoch 60, this difference was 2.74704, re-
flecting clearer differentiation with training.

During training, tests were performed in order to probe
the model’s behavior on the four empirical trends noted
at the beginning of the paper. In all cases, this involved
presenting a new form-meaning pairing for the model
to learn, and then determining the probability of correct
comprehension or production. We define a “correct” re-
sponse to be one that is within 0.9 of the target along all
significant dimensions (which generally vary from -1 to
1), using the comprehension and production output rules
outlined above. We then calculate the summed probabil-
ity across all lexicon nodes that would produce a correct
response: this yields the probability of correct response.
Easeof learning: We first tested how easily the model
could learn a novel form for a novel object, and how that
ease changed with age. A new word was created that
was representationally distant from the existing words in
the training set – specifically, each of form and mean-
ing in this new word differed from those for existing
words along all significant dimensions. We shall refer
to this word henceforth as the “novel” word. We exam-
ined the probability of correct comprehension of this new
word after simulating one learning trial on the word at
two points during the learning of the training set men-
tioned above: after 6 epochs, and after 60 epochs. The
results are displayed in Figure 2(a). As the model’s space
stretches along significant dimensions, this new word is
increasingly easily learned, eventually being reliably cor-
rectly comprehended given only 1 training trial. This
progression into 1-trial learning reflects the behavior of
1-2 year old children. Importantly, once the model had
learned the novel word, it was removed from the lexicon;
thus, later “ages” of the model did not have the benefit
of earlier training on the novel word – only of an appro-
priately stretched psychological space, which caused the
word to be perceived as distinct, and therefore easily re-
membered.
Honing of linguistic form: We next examined the learn-
ing of a new word that wassimilar in formto an existing

word in the training set. The form of this new word dif-
fered from that of an existing word in the lexicon by only
1 significant dimension, while the meaning dimensions
differed from other words along all significant dimen-
sions. Thus, this test simulates the potential confusion of
learning “bih” and “dih” associated with different sorts
of objects (Stager and Werker, 1997). The probability of
correct comprehension after one training trial is shown
by the crosshatched bars in Figure 2(b). In this figure, the
solid bars duplicate the presentation of the model’s be-
havior on the novel (dissimilar) word in (a), for purposes
of comparison. As is true of children, similar words are
initially somewhat more difficult to learn than are glob-
ally dissimilar words. However, eventually these similar
words are also successfully learned given one training
trial, as the relevant dimensions of space are highlighted,
counteracting the confusing similarity. This allows fast
learning of minimal pairs such as “bit” and “pit”.
Honing of meaning: We were interested in determining
whether the model would exhibit a strengthening shape
bias, as children do. To test this, as before, we trained
the model on the novel word, and then tested the prob-
ability of producing the novel word for a different ob-
ject, which differed from the original in meaning along
insignificant (non-shape) dimensions only. This prob-
ability of generalization is shown in Figure 2(c). The
increasing strength of generalization along the signif-
icant dimensions follows directly from the increasing
perceived communicative significance of those dimen-
sions (see Merriman (1999) for a similar demonstration).
This is analogous to the honing of linguistic form. This
account is incomplete however. In actuality the shape
bias applies only to object names; thus an additional
mechanism would be required to determine whether a
given word is an object name, and therefore whether the
model’s bias should apply.
Synonyms: A synonym for an existing word in the lex-
icon should be difficult to learn, since it is similar (iden-
tical in meaning) to that existing word. Figure 2(d)
shows that this is the case in the present model; Merri-
man (1999) reports similar results with a similar model.
The probability of correct comprehension after one train-
ing exposure is initially lower for a synonym of an ex-
isting word in the lexicon than it is for the (dissimilar)
novel word examined above. This matches the find-
ings of Liittschwager and Markman (1994). Eventually
however the synonym and the non-synonym are approx-
imately equally likely to be learned – as is eventually
true with children. In the model, this is accounted for
by the stretching of the underlying psychological space
with age, such that even similar lexical entries are kept
distinct, and thereby effectively learned.

Predictions
The model makes two predictions. The first is that young
children should experience difficulty learninghomonyms
(a single form with multiple meanings, such as the
“bank” of a river, and a “bank” as a financial institu-
tion). Moreoever, this difficulty should be correlated
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Figure 2: Developmental trends, as exhibited by the model.

with the difficulty of learning synonyms, as the reason
for the difficulty is analogous. Half of the model’s lex-
ical representation for a homonymous or synonymous
word will be identical to that for another word in the lex-
icon: the identical half is the form for homonyms, and
the meaning for synonyms. This means that the two
lexical entries in question will tend to be nearer each
other in psychological space than two non-homonyms
or two non-synonyms, and will therefore interfere with
each other. Doherty (2000) has found that understanding
of homonymy is strongly associated with understanding
of synonymy, in 3-4 year old children.2 Similar tests on
younger children would more directly test this predic-
tion.

The second prediction also concerns the interaction
of form and meaning. As we have seen, 14-month-olds
have trouble associating similar sounds such as “bih” and

2These were both also correlated with understanding of
false belief.

“dih” with different referents (Stager and Werker, 1997).
On the model’s account, this is because the forms are
too similar, such that the two lexical representations lie
confusingly near each other in psychological space. But
since that space contains both form and meaning dimen-
sions, the model predicts that an exaggeratedsemantic
difference between the referents should compensate for
the confusing formal similarity of “bih” and “dih” in
such a task, and should make learning easier. This pre-
diction has not yet been tested.

Discussion

1- to 2-year old children seem to undergo a qualitative
change in the manner in which they learn words. It has
been suggested that this behavioral change reflects a con-
ceptual insight into the symbolic nature of words. The
model we have presented, however, suggests a differ-
ent, and more parsimonious, account of the same phe-
nomenon. The behavioral change may result not from



an abrupt insight, but rather from an associative learner
gradually determining which aspects of the world are rel-
evant for communication. In this manner, the symbolic
use of words may emerge from an associative base.
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