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Abstract

Recentyearshave beenmarked by the increasingdevelop-
mentof personalrobotssuchassmall petsor humanoids of-
ten having youngandcartoonlik e personalities A key feature
they currentlylackis theability to speakin aemotionalife-lik e
manner We presenherea technologythatmalesthis possible
by usingconcatenatie speectsynthesis.

1. Introduction

Recentyearshave beenmarked by the increasingdevelopment
of personatobots,eitherusedasnev educationatechnologies
or for pureentertainmentTypically, theserobotslook like fa-
miliar petssuchasdogsor cats(e.g. the Sory AIBO robot),
or sometimegake the shapeof youngchildrensuchasthe hu-
manoidsSDR3-X (Sory).

Among the capabilitiesthat thesepersonalrobotsneedis
the ability to expresstheir own emotions. Indeed, not only
emotionsare crucial to humanreasoning put they are central
to socialregulation. Emotionalcommunications at the same
time primitive enoughand efficient enoughso that we useit
a lot whenwe interactwith pets,in particularwhenwe tame
them. This is also certainlywhat allows childrento bootstrap
languagdearningandshouldbeinspiringto teachrobotsnatu-
ral language.

In thispaperwe presentheresultof ourresearctior means
to expressemotionsvocally for a baby-like robot. Unlike most
of existing work, we aredealingwith cartoon-lile meaningless
speechwhich hasdifferentneedsanddifferentconstraintghan
trying to producenaturally soundingadult-like normal emo-
tional speech.For examplewe would like the emotionsto be
recognizedby peopleof different cultural or linguistic back-
ground.Ourwork hassimilaritieswith the oneof ([2]), but we
useconcatenatie speectsynthesisandour algorithmis simpler
andcompletelyspecified. Thework presentedhereis basedon
theuseof freely availablesoftwaresandthuscanbereproduced
with minor difficulties. A website® containingsomeaccompa-
nying materialsuchassoundsandgraphsis alsoavailable.

2. Theacoustic correlates of emotionsin
human speech

It is possibleto achieve our goalonly if therearesomereliable
acousticcorrelatesof emotion/afect in the acousticcharacter
istics of the signal. A numberof researcherbave alreadyin-
vestigatecdhis question([1]). Theirresultsagreeonthe speech
correlateghat comefrom physiologicalconstraintsand corre-
spondto broadclassef basicemotions but disagreeandare
unclearwhenonelooks at the differencedetweerthe acoustic
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correlateof for instancdearandsurpriseor boredomandsad-
ness.Indeed certainemotionalstatesare often correlatedwith
particular physiologicalstates([8]) which in turn have quite
mechanicaland thus predictableeffects on speechespecially
on pitch, (fundamentafrequeng FO0) timing andvoice quality.
For instance whenoneis in a stateof anger fear or joy, the
sympathetimenoussystems arousedtheheartrateandblood
pressurancreasethe mouthbecomeddry andthereare occa-
sionalmuscletremors.Speechs thenloud, fastandenunciated
with stronghigh frequeng enegy. Whenoneis boredor sad,
the parasympathetioenous systemis arousedthe heartrate
andbloodpressurelecreasandsalivationincreasesproducing
speectthatis slow, low-pitchedandwith little high frequeng
enegy ([2]).

Furthermore the fact that thesephysiologicaleffects are
ratheruniversalmeanghattherearecommontendenciesn the
acousticatorrelateof basicemotionsacrosdlifferentcultures.
This hasbeenpreciselyinvestigatedn studieslike ([9]) who
madeexperimentsn which Americanpeoplehadto try to rec-
ognizethe emotionof eitheranotherAmericanor a Japanese
persoronly usingthe acoustianformation(theutterancesvere
meaninglessso there were no semanticinformation). Re-
versely japanes@eoplewereasledto try to decidewhichemo-
tionsotherJapaneser Americanpeopleweretrying to corvey.
Two resultscameout of it: 1) therewasonly little difference
betweerthe performanceof trying to detectthe emotionscon-
veyedby someonepeakinghe sameanguageor theotherlan-
guage,andthis is true for Japanesas well asfor American
subjects?) subjectaverefar from perfectrecognizein theab-
solute: the bestrecognitionscorewas 60 percent(This result
could be partly explainedby the fact that subjectswereasled
to utter nonsensautteranceswhich is quite unnatural,but is
confirmedby studiesaskingpeopleto utter semanticallyneu-
tral but meaningfulsentences).The first resultindicatesthat
our goal of makinga machinethatcanexpressaffect bothwith
meaninglesspeechandin away recognizabléy peoplefrom
differentcultureswith the accurag of a humanspealr is at-
tainablein theory The secondesultshavs thatwe shouldnot
expectaperfectresult,andcomparghemachines performance
in relationto humanperformanceThefactthathumansarenot
sogoodis mainly explainedby the factthat several emotional
statehave very similar physiologicalcorrelatesandthusacous-
tic correlates.In actualsituations we solve the ambiguitiesby
usingthe context and/orothermodalities.Indeed,someexperi-
mentshave shavn thatthemulti-modalnatureof theexpression
of affect canleadto a MacGurk effect for emotionsand that
differentcontexts mayleadpeopleto interpretthe sameintona-
tion asexpressingdifferentemotionsfor eachcontext. These
findingsindicatethatwe shallnot try to have our machinegen-
erateutteranceshatmale fine distinctions;only the mostbasic
affectsshouldbeinvestigated.

A numberof experimentaisingcomputebasedechniques



of soundmanipulationhave beenconductedo explore which
particularaspect®f speecheflectemotionswvith mostsalieng.
([1], [11]) basicallyall agreethatthe mostcrucial aspectsare
thoserelatedto prosody:the pitch (or f0) contour the intensity
contourandthetiming of utterances.

3. Thegeneration of cartoon emotional
Speech

3.1. Goal

The goal we hadin this researchs quite differentfrom most
of existing work in syntheticemotionalspeech Whereagradi-

tionally (see[3], [5], [6]) theaim is to produceadult-like natu-
rally occuringemotionalspeechherethetargetwasto provide

a youngcreaturewith the ability to expressits emotionsin an

exagerated/cartoomannerwhile usingnonsensaords(thisis

necessarjor usbecauseve usethisin experimentswith robots
to which we try to teachlanguage:this pre-linguistic ability

to useonly intonationto expresshasicemotionssenesto boot-

straplearning;yet,wewill notgive moredetailsaboutthis point

sinceit falls far beyond the scopeof this paper). The speech
hadto soundlively, not repetitve, and similar to infantsbab-
bling. Finally, we werewilling thatpeoplefrom very different
linguistic and cultural backgroundcould recognizeeasily the

emotionsof thecreature.

Additionally, we wantedto have algorithmsas simple as
possibleandto controlasfew parameteraspossible:in brief,
what is the minimum that allows to transmitemotionswith
prosodicvariations? Also, the speechhadto be both of high
quality and computationallycheapto generate(robotic crea-
tureshave usually only very scarceresources).For theserea-
sonswe choseto useasa basisa concatenatie speectsynthe-
sizer([4]), the MBROLA softwarefreely available on the web
2, which is an enhancemenof more traditional PSOLA tech-
niques(it producedessdistortionswhenpitch is manipulated).
The price of quality is that very few control over the signalis
possiblebut this is compatiblewith our needof simplicity.

Becauseof all theseconstraintswe have chosento inves-
tigateso far only five emotionalstatessofar, correspondingo
calmandonefor eachof thefour regionsdefinedby thetwo di-
mension®f arousenesandvalence:anger sadnesdhappiness,
comfort.

3.2. Existing work

As saidabove, existing work hasconcentratedn adult-like nat-
urally soundingemotionalspeech,and mostof projectshave
tackeled only one language. Many of them (see[3]) have
usedformant synthesisas a basis, mainly becauset allows
detailedandrich control of the speechsignal: one can con-
trol voice quality, pitch, intensity spectralkenegy distributions,
harmonics-to-noiseatio or articulatoryprecisionwhich allows
to model mary co-articulationeffects occurringin emotional
speech. The dravbacksof formant synthesisare that quality
of the producedspeechremainsnot satisfying(voicesare of-

tenstill quite not natural). Furthermorethe algorithmsdevel-
oppedin this caseare complicatedand necessitaté¢he control
of mary parameterswhich renderstheir fine tuning quite im-

practical(see[3] for a discussion).Unlike theseworks, ([2])

hasdescribeda systemwhich is very similar to ours: basedon
thework of ([3]), shemadea systemfor herrobot Kismetthat
allows it to producemeaninglesemotionalspeech. Unfortu-

°MBROLA webpage:http://tcts.fpms.ac.be/syntsis/mbrob.himl

nately like the work of Cahn,it reliesheaily on the useof a
commercialspeechsynthesizeof which mary parametersre
oftenhighlevel (for example,specificatiorof the pitch baseline
of a sentencepndimplementedn an undocumentednanner
As a consequencehis is hardly reproducibleif onewantsto
useanotherspeectsynthesissystemasthe basis. On the con-
trary, the algorithmwe will describehereis completelyspec-
ified, andcanbe useddirectly with ary PSOLA-basedystem
(besidesthe onewe usedherecanbe freely downloaded,see
above). Anotherdravbackof Breazals work is thatthe synthe-
sizersheusedwasformantbasedyhich doesnotcorrespondo
our constraints.

Becausef theirvery superiorquality, concatenatie speech
synthesizerg[4]) have gainedpopularity in the recentyears,
andsomehave tried to usethemto produceemotionalspeech.
Thisis achallengeandsignificantlymoredifficult thanwith for-
mantsynthesissinceonly the pitch contour the intensity con-
tour andthe durationof phonemesan be controlled(andyet,
thereare narrav contraintsover this control). To our knowl-
edge two approachebave beenpresentedh theliterature.The
first one, as for example describedin ([6]) usesone speech
databaséor eachemotionasthe basisof the pre-recordedeg-
mentsto be concatenateth the synthesisThis givessatisfying
resultsbut is quiteimpracticalif onewantsto changethe voice
or add new emotionsor even control the degree of emotions.
The secondapproactconsistyseefor example[5]) in making
databasesf humanproducecemotionalspeectandcomputing
the pitch and intensity contoursand apply them to sentences
to be generated. This brings some problemsof alignments,
partially solved using syntacticsimilaritiesbetweersentences.
Anyway; ([5]) shaved thatthis methodgave quite unsatisfying
results(speechendsunnaturaland emotionsare not very well
recognizedy humanlisteners) Finally, thesetwo methodsare
unapplicableo ourwork sincetherewould be greatdifficulties
to malke speechdatabasesf exagerated/cartoobabyvoices.

The approachwe take hereis from analgorithmicpoint of
view completelygeneratie (it doesnotrely ontherecordingof
humanspeectthat would sene asinput), andusesconcatena-
tive speectsynthesisasa basis.We will shav thatit allows to
expressemotionsas efficiently aswith formant synthesis put
with simplercontrolsanda morelife-lik e signalquality.

3.3. A simpleand complete algorithm

Ouralgorithmwill consistin generatingameaninglessentence
andspecifyingthe pitch contourandthe durationof phonemes
(the rhythm of the sentence).For the sale of simplicity, we
specifyonly onetargetperphonemdor thepitch, whichreveals
enough.We could have fine control over the intensity contour
butaswewill shaw, thisis notnecessarsincemanipulatinghe
pitch cancreatethe auditoryillusion of intensityvariations.We
will only controlthe overall volumeof sentencesOur program
generatesfile like in figure 2 whichis fed into the MBROLA
speectsynthesizer

| 448 10 150 80 158 ;; means: phoneme “I" duration 448 ms,
i at 10 percent of 448 ms
;; try to reach 150 Hz, at 80 percent
i try to reach 158 Hz

9" 557 80 208

b 131 80 179

@77 20 200 80 229

b 405 80 169

o 537 80 219

v 574 80 183.0

a 142 80 208.0

n 131 80 221.0

i 15 80 271.0

H 117 80 278.0

E 323 5 200 300 300 80 378.0 100 401



The idea of the algorithmis to generatefirst a sentence
composef randomwords,eachword beingcomposeaf ran-
dom syllables(of type CV or CCV). Initially, the durationof
all phonemess constaneindthe pitch of eachphonemses con-
stantequalto a pre-determinedalue (noiseis added which is
crucialif onewantsthe speecho soundnatural;we tried mary
differentkinds of noise,andthis doesnot male significantdif-
ferences;for the perceptuakxperimentreportedbelow, gaus-
siannoisewas used). Thenthis sentence pitch and duration
informationsarealteredsoasto yield a particularaffect. Defor
mationsconsistin decidingthata numberof syllablesbecome
stressedandapplyacertainstresscontouron thesesyllablesas
well assomedurationmodifications.Also, all syllablesareap-
plyeda certaindefault pitch contouranddurationdeformation.
For eachphoneme we give only one pitch target fixed at 80
percentof the durationof the phoneme Let usnow statemore
preciselythe differentstepsof the algorithm (wordsin capital
lettersdenoteparametersf thealgorithmthatneedto besetfor
eachemotion):

Calm Anger Sadness
LASTWORDACCENTED NIL NIL NIL
MEANPITCH 280 450 270
PITCHVAR 10 100 30
MAXPITCH 370 100 250
MEANDUR 200 150 300
DURVAR 100 20 100
PROBACCENT 0.4 0.4 0
DEFAULTCONTOUR RISING FALLING FALLING
CONTOURLASTWORD RISING FALLING FALLING
VOLUME 1 2 1

Comfort Happiness
LASTWORDACCENTED TRUE TRUE
MEANPITCH 300 400
PITCHVAR 50 100
MAXPITCH 350 600
MEANDUR 300 170
DURVAR 150 50
PROBACCENT 0.2 0.3
DEFAULTCONTOUR RISING RISING
CONTOURLASTWORD RISING RISING
VOLUME 2 0

Tablel: Parametewaluesfor differentemotions

numberetweerD andn”) arefundamentato thenaturalnessf
thevocalizationgif it remainsfixed,thenonepercevesclearly

Choose the number of words of the sentence (random number between 2 and MAXWORDS):thatthiS iS amaChinetalking) Flnally |et us remarkthat here

1
2 Create the words:

3 For each word, choose the number of syllables
4 (random number between 2 and MAXSYLL), and
5 decides with probability
6 If the word is accented then choose randomly one

7 of its syllables and mark it as accented

8 Create the syllables:

9 For each syllable

10 choose wether this is a CVor a CCV syllable

11 (CV syllable have probability 0.8)
12 instantiate the C's and V by picking randomly a
13 consonnant or vowel in the phoneme database

14 set the duration of each phoneme to MEANDUR+ random(DURVAR) ;
15 let e = MEANPITCH+ random(PITCHVAR)

16 set the pitch of consonnants to e - PITCHVAR

17 set the pitch of vowels to e + PITCHVAR

18 if the syllable is accented then

19 add DURVARto the duration of its phonemes ;

20 if DEFAULTCONTOUR rising

21 set the pitch of consonants to MAXPITCH- PITCHVAR
22 set the pitch of the vowel to MAXPITCH + PITCHVAR
23 if DEFAULTCONTOUR falling

24 set the pitch of consonants to MAXPITCH+ PITCHVAR
25 set the pitch of the vowel to MAXPITCH- PITCHVAR
26 if DEFAULTCONTOUR stable

27 set the pitch of phonemes to MAXPITCH

29 Change the contour of the last word:
30 if not LASTWORDACCENTED
31 let e = PITCHVAR/2

32 if CONTOURLASTWORDFALLING
33 for each syllable in  word
34 add -(i+1)*e pitch of phonemes to their value
(i = index of phoneme in syllable)
35 e=e+e
36 if CONTOURLASTWORDRISING
37 for each syllable in word
38 add +(i+1)*e pitth of phonemes to their value
39 (i = index of phoneme in syllable)
40 e=e+e
41  else
42 if CONTOURLASTWORDFALLING
43 for each syllable in word
44 add DURVARto the duration of its phonemes ;
45 set the pitch of consonants to MAXPITCH+ PITCHVAR
46 set the pitch of the vowel to MAXPITCH- PITCHVAR
47 if CONTOURLASTWORDRISING
48 for each syllable in word
49 add DURVARto the duration of its phonemes ;
50 set the pitch of consonants to MAXPITCH- PITCHVAR
51 set the pitch of the vowel to MAXPITCH+ PITCHVAR

52
53 Set the loudness volume of the complete sentence to VOLUME.

A few remarkscanbedoneconcerninghisalgorithm. First,
it is usefulto have wordsinsteadof justdealingwith randomse-
guence®f syllablesbecausé avoidsto putaccentonadjacent
syllablestoooften. Also it allowsto expressmoreeasilytheop-
erationgdoneonthelastword. Typically, themaximumnumber
of wordsin asentencMAXW ORDS)doesnot dependon the
particularaffect, butis rathera parametethancanbefreely var-
ied. A key aspecbf this algorithmarethe stochastigarts: on
the one hand, it allows to producefor a given setof parame-
ters,a differentutterancesachtime (mainly thanksto the ran-
dom numberof words, the randomconstituentof phonemes
of syllablesor the probabilisticattribution of accents);on the
otherhand,detailslik e addingnoiseto the durationandpitch of
phonemegseeline 14 and15whererandom(nmeansrandom

accenfareimplementednly by changingthe pitch andnotthe

PROBACCENThether the word is accented or notjoudness.Neverthelessjt gives satisfyingresultssincein hu-

manspeechanincreasen loudnesss correlatedo anincrease
in pitch. Of courseherewe hadto exageratethe pitch modu-
lation, but this is fine sinceaswe explainedearliet our goalis
not to reproducefaithfully the way humansexpressemotions,
but to producea lively and naturalcaricatureof the way they
expressemotiong/cartoon-lile).

Now thatwe have describedn detailsthe algorithm,let us
give (seetablel) examplesof valuesof theparametersbtained
for 5 affects: calm,angeysadnesshappiness;omfort. Theway
theseparametersvere obtainedwas by first looking at studies
describingthe acousticcorrelatesof eachemotion,thendeduc-
ing somecohereninitial valuefor the parameterandmodify-
ing themby hand,andtrial anderroruntil it gave a satisfying
result. Evaluationof the quality is givenin next section.

3.4. Validation with human subjects

In orderto evaluatethe algorithm describedin the precedent
sections,an experimentwas conductedin which humansub-
jectswereasledto describeheemotionthey felt whenhearing
avocalizationproducedby the system.® More precisely each
subjecffirst listenedto 10 examplesof vocalizationswith emo-
tion randomlychoserfor eachexample,sothatthey gotusedto
the voice of the system.Thenthey werepresented sequence
of 30vocalizationgunsupervisederie),eachtime correspond-
ing to anemotionrandomlychoosenandwereasled to make
achoicebetweeri'Calm”, “Anger”, “Sadness”;Comfort” and
“Happiness”. They could heareachexampleonly once. In a
secondexperimentswith differentsubjectsthey wereinitially
given 4 supervisedexamplesof eachemotion, which means
they were presented/ocalizationtogetherwith a label of the
intendedemotion. Again they werepresente®0 vocalizations
thatthey hadto describewith one of the word cited above. 8
naive adult subjectswerein eachexperiment: 3 Frenchsub-
jects,1 Englishsubject,1 Germansubject,1 Braziliansubject,
and2 Japanessubjectgnoneof themwasfamiliar with there-
searchor hadspeciaknowledgeabouttheacousticcorrelateof
emotionin speech).Table2 shavs the resultsfor the unsuper
visedserieexperiment.Thenumberin the (rowEm,columnEm)

3Some samplesoundsare available on the associatedveb page
www.csl.son.fr/py



Calm Anger Sadness | Comfort Happiness
Calm 36 1 1 30 30
Anger 0 65 0 0 35
Sadness 20 0 76 4 0
Comfort 45 0 16 39 0
Happiness 5 30 0 5 60

Table2: Confusionmatrix for the unsupervisederie

Calm Anger Sadness | Comfort Happiness
Calm 76 3 4 14 3
Anger 0 92 0 0 8
Sadness 8 0 76 16 0
Comfort 15 0 5 77 3
Happiness 4 20 0 8 68

Table3: Confusionmatrix for the supervisederie

meansthe percentagef timesa vocalizationintendedto rep-
resentrowvEm emotionwas perceved as columnEmemotion.
For instancein the Table 2,we seethat 76 percentof vocaliza-
tions intendedto represensadnessvere effectively perceved
assadness.

Theresultsof the unsupervisederieexperimenthave to be
comparedwith experimentsdonewith humanspeechinstead
of machinespeech.They shaw thatfor similar setups/ike in
([9]) in which humanswere asked to producenonsenceemo-
tional speechthatat besthumanshave 60 percentsuccessand
mostoftenless.Herewe seethatthe meanresultis 57 percent,
which comparesvell to humanperformancelf we look closer
at the results,we discover that the errorsare mostof the time
not “bad” errors,especiallyaboutthe degreeof arousenesm
the speech:happy is confusedmostoftenwith anger(bothare
aroused)andcalmis confusedmnostoftenwith sadandcomfort
(they arenot aroused)n fact,lessthan5 percentof errorsare
madeaboutdegreeof arousenesdgzinally, onecanobsere that
mary errorsinvolve the calm/neutrabffect. This led to a sec-
ond unsuperviseaxperiment,similar to the onereportedhere
exceptthat the calm affect wasremored. A meansuccesof
75 percentwasobtainedwhich is a greatincreaseandis much
betterthanhumanperformance.This canbe explainedin part
by the fact that herethe acousticalcorrelatesof emotionsare
exagerated.Theresultspresentecereare similar to thosere-
portedin ([2]) which provesthatusinga concatenatie synthe-
sizerwith alot lessparameterstill allows to corvey emotions
(andin generaprovidesmorelife-lik e sounds).

Examinationof the supervisederieshavs thatthe presen-
tation of only very few vocalizationswith their intendedemo-
tion (4 exactly for eachemotion),resultsincreasevery much:
now 77 percentsuccesss achieved. Again the few errorsare
not “bad”. Similarly, an experimentin which the calm affect
wasremovedwasconductedwhich gave ameansucces®f 89
percent.This supervisioris somethinghatcanbeimplemented
quite easilywith digital pets: mary of themusefor combina-
tions of color LED lights to expresstheir “emotions”, andthe
presentexperimentshaws thatit would be enoughto visually
seethe robot a few times while it is uttering emotionalsen-
tencedo beablelaterto recognizéts intendedemotionjust by
listeningto it.

4. Conclusion

We have shawvn how onecould generatdife-lik e vocalizations
with basicemotiongrecognizabldy peoplefrom very different
linguisticandculturalbackgroundThealgorithmpresentethas
the adwvantageof beingextremelysimple (very few parameters

needto be controlled)and completelyspecified. We shaved
that concatenatie speechsynthesiscould be usedas success-
fully asformantsynthesis. Furtherwork will concentraten
extendingtherangeof emotionsspannedy this experiment.
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