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Language is a uniquely humarhevement. All of the major social achievements of
human culture -- architecture, literature, law, scienceaadgevenwarfare -- rely on the use
of language. Although thereave leen attempts to teach language to primates (Allen &
Gardner, 1969; &age-Rumbaugh, Sevcik &opkins, 1988)the successful learning of
human language seems to be a tightly copyrighted component of our basic human nature.

This view of language as a Special Gifasled some researche(Bickerton,1990) to
hypothesize that some small set of evolutionary events may have triggered the emergence of
language in the human species. Others (Chomsky, 1980; Fodor, 1983) have argued that the
capacity to learn language isuaique property ofthe human mind that is represented
neurologically in a separatognitive module. These scholarselieve thatthis modular
architecture allows thehape and form of human language toldygely independent of
other aspects afognitive processing or sal functioning. Studies of languadgarning
stimulated by this nativigberspectivehavetended tofocus attentiononto a small set of
syntactic structureshat arethought to constitutehe core of Chomsky’s Universal
Grammar (Chomskyl965). According tdhe “principles and parameters’model of
language structuréHyams & Wexler, 1993), the learning of particular languagesurs
through a processalled parameter-settingduring parameter setting, children identify the
exact shape of their mother tongue by choosing the proper settings on a small set of binary
oppositions. For example, a positive setting onptteemoun omissioparameter W select
for languages like Italian or Chinese, whereas a negative setting will select for English.

Recent studies ahe neural bsis ofcommunicationsystems in organisms such as
crickets (WyttenbackMay & Hoy, 1996),quail, and song birds(Marler, 1991) have
emphasized the extent to which species-specific communication patterns are stored in highly
localized hard-wired neurological structurdgowever, evertheselower organisms display
somedevelopmental plasticity in the ways in which communicatiosuisported by the
brain. When we look ahuman language learning we see that children learn language
gradually and inductively, rather than abruptly and deductively. There igViitlencefor a
tight biological timetable of developments of the type thasee in other species. fact,
children can learn language even when theye leen isolated until an age e¥en 6years
(Davis, 1947).  Throughouthe protracted period of human langudgarning, it is
impossible to findevidencefor somediscrete moment at which a chigts somerucial
parameter (Hyams, 1995; MacWhinney & Bates, 1989) that can determiskaibe of the
native language. Moreover, it ¥@ry difficult to use standaréxperimentalmethods to
prove that childrerhave acquired some othe more abstract categories astductures
required by Universalrammarsuch as angment chains, empty categories, landing sites,
or dominance relations (Gopnik, 199@n der Lely, 1994). Despitethese empirical
problems, the nativist approach remains dominant for studiesestigate the acquisition
of formal linguistic structures. For acomprehensive survey of nativist approaches to the
acquisition ofgrammar, thereader may wish taconsult Atkinson(1992). Similarly,
Markman (1989) summarizewvidence suporting a nativist approach tbe acquisition of
the lexicon.
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NATIVISM AND EMERGENTISM

The inability of nativist accounts to provide accurate or testable accounts of the details of
language acquisition has led many language development researchers toatteptata/es
to genetically-wired modules. Theakernativeframeworks emphasize the wayswhich
the formalstructures of languagemergefrom the interaction of social patterns, patterns
implicit in the input,and pressures arising frotte bology of the cognitivesystem. The
emergentist approach to language acquisition views language as a structure arising from
interacting constraints, much as the shapthefcoastlinarises from pressurexerted by
ocean currents, underlying geology, weather patteand, human construction. The
formalisms that areised to expresthese nonlinear patterns of interaction include neural
network modelling (Fausett, 1994), dynamic systems theory (Port & van Gelder, 1995), and
structured approaches such as Optimality Theory {Tesar, in press #7502}. ¢chapisr, |
examine the extent to which neural network models can account for what we currently know
about the early states of language development.

THE EMERGENCE OF AUDITORY PATTERNS

During the first year of life, the child goes through a complex set of experitates
lays down an extensive perceptual and motor frameveorthe learning of thdirst words.
On the perceptual side, the chadtively encodeshe raw sound patterns of hemative
languageprganizing these patterns into types and sequences. Ain@eesearchers
thought thatthe learning of perceptual contraswjch asthe ones thatallow us to
distinguish betweefpin” vs “bin”, occurred duringhe second year olife whenwords
are being learned (Jakobson, 1968; Shvachkin, 1948). This picture chadigaly when
Eimas, Siqueland, Juszcyk, and Vigorito (1971) showed that the ability to detect tifastcon
between /band /p/ is presergoonafter birth. Initially, it was thought that these ahiés
were innate components ofspecies-specific language giftdlowever, researchersoon
showed that these abilities askaredwith other mammals,such aschinchillas (Kuhl &
Miller, 1975; Kuhl & Miller, 1978) and monkeys (Kuhl & Padden, 1982; KuhP&dden,
1983). Itnow appears thahe ability to discriminate theounds ofanguage is grounded
on raw perceptual abilities of the mammalian auditory system. sidggnessndaccuracy
of this ability declines duringhe first year, as cludren learn to lump togetheoundsthat
their language treats as equivalent (Polka & Werker, 1994). In effect, clsjgeadmuch
of thefirst year oflife losing the ability to makecontrastghat arenot used inthe speech
they hear about them.Kuhl (1991) hasinterpreted thesdindings as evidencefor a
“preceptual magnetéffect. Thiseffect can be undstood byimagining that there is a
magnet at the center of each phonemic categorytéhds todraw in theedges of the
category, therebyshorteningthe distance and leading to an inability moake fine
distinctions within this compressed region.

Given the fact that children do not yemderstandhe words theyare hearing, their
attentiveness teound isall the more remarkable. Recent reseastiows that they are
attending not just tthe individualphonemes thefiear, but even ttonger rangepatterns,
such as syllabic sequences. Emample Saffran,Aslin, and Newpori{1996) haveshown
that, when eight-month-old children listen tlwng sound sequences such as
“dabigogatanagotidabigo’they tend to pull out repeatesgtquences such ddabigo”.

As a result, they tend to listen to these famibaguences more than to similar new
sequences.

Infants also demonstrate a&arly attentiveness to therosodic characteristics of the
language they are hearing. Soon after birth, infants tend to poafads produced kipeir
own mothers to those produced by otwewmen (DeCasper &Fifer, 1980). They also
prefer their native languages to other languages (MGooper & Fifer, 1993). These
preferences arprobably dependent both dhe infant’s ability to detectspeaker-specific
vocal characteristics and on the detection of language-spgcidi®odic patterns. Infants
seem to be sensitive early on to the presence of intonational organization in the language
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they listen to. Using the sucking haluation techniqueMandel et al(1994) showedhat
2-month-olds tend toemember wordtrings béer when they arg@resentedvith normal
sentence intonation, than when they presented as unintegrated lists of wowdth flat
prosody. It appearddt stressedntonation mayhave aparticularly important role in
picking up auditorystrings. Jusczyk and Pisoni (199%)veshown that children tend to
pick up and learstressed syllables ae unstressed syllablesHowever, italso appears
that syllablesvhich directly follow after astressedsyllable arealso well encoded (Aslin,
Jusczyk & Pisoni, 1997). Asrasult, many of thérst sound sequencescorded by the
child consist of a stressed peak followed by one or two further weak syllables. This pattern
of sound learning has been discussed as a “trochaic bistever, itcanalso beviewed
as emerging from the combination of a bias to track stressed syllables tagttheetinear
sequence recorder that fires when a stressed syllable is detected.

THE EMERGENCE OF ARTICULATORY PATTERNS

During the first year oflife, the infant’s articulatory abilitiesalso progress through
radical transformations. The basicape of these changeas leen documented since the
beginning of the century. We know that children’s first vocalizationsidecthe birth cry,
the pain cry, thdaungercry, and the pleasurexc These criesare tightly linked to clear
emotional state_ewis, 1936). Bythe age of 3 months, children begin a type of social
vocalizationknown as cooing. Arounthe age of 6 months, children begirfoam of
sound play that weall babling. At first, babbling inolves thesporadic production of a
few simple sonds. Thesesounds includessome strangsounds like clicks thaare not
found in the input. However, it is noue that each child baldgs all the sounds ofall the
world’s languages.Nor is there muchevidencefor anytight linkage before ninenonths
between thdorm of the child’s babliing and theshape ofthe input language (Atkinson,
MacWhinney & Stoel, 1970; Boysson-Bardies &ihman, 1991). However,around 11
months, there is increasirgyidencefor a drift toward thesegments angrosody of the
target languagélLevitt, Utman & Aydelott, 1993), as the child dgins tomove into the
period of the first words.

Initially, it appears that auditory and articulatatgvelopmentproceed as if largely
decoupled. The fact that deaf children babble normally at the agex ofmonths is
particularly strong evidencefor this conclusion. Given the fact that ther&in areas
subserving audition (inferior parietalyperior temporal) andrticulation (motor cortex) are
distant neurologicallythis initial decoupling is not tosurprising. Bythe age of nine
months, evidence starts to emerge of a connection betweelnfadoid audition. By this
age, deaf children, who are natceiving adequateuditory feedback, cease bdiy.
Normal children start to shotie first movement in thegrosodic shape aheir babbling
toward the forms of the input language.

THE EMERGENCE OF THE FIRST WORDS

One ofthemost active areas of current research in the child language istulg of
early word learning.Philosophers like Quine (196Gaveemphasized the extent which
word learning needs to be guided by ideas aldt might constitute gpossibleword.
For example, if the child were to allow for the possibility that word meanings migate
disjunctive Boolean predicates (Hunt, 1962), then it might be the case that the word “grue”
would havethe meaninggreen lefore the yea000 and blug¢hereafter”.  Similarly, it
might be the case that the name for any object would refer not to the itsgiiécbut to its
various undetached part¥Vhenone thinks abouthe word learningask in this abstract
way, it appears to be impossibly hard.
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Lexical principles

Markman (1989) anéolinkoff, Mewis, and Hirsh-Pasek (1994have proposedthat
Quine’s problem can bsolved by imagining that thehild’s search foword meanings is
guided by lexical principles. For example, cdren assume that words refer wehole
objects, rather than parts of objectBaus, a child wouldassume thathe word“rabbit”
refers to the whole rabbit and not just some parts of the rablmtvever,there isreason to
believe that such principles are themselves emergent properties of the caysi@ra. For
exampleMerriman and Stevensdi997) haveargued hat the tendency tavoid learning
two namesfor the same object emerges naturdigm the competition (MacWhinney,
1989) between closely-related lexical items.

Another proposedexical principle is the tendency tmcus on ofect names and
nominal categories over other parts of speech. Gentner (1982) compareldtithesuse of
nominal terms, predicative terms, and expressive terms in English, German, Jdfaokse,
and Turkish. She found that, in &lle languagesyords for objets constituted the largest
group of wordslearned by the child. Like Gentner, Tomas€ll892) has arguethat
nounsare easier to “pekage” cognitively than verbs.Nounsrefer to objects that can be
repeatedly touched aridcated in space, whereas verbfer to transitory actions that are
often hard taepeat and whoseontourvaries markedlyfor different agents. However,
Gopnik and Choi (1990) and Choi and Bowerman (1991) have reportdteffiest words
of Korean-speaking children include far maerbs than dahose of English-speaking
children. Findings of thisytpe indicate that the nominalals emerges only in languages
that tend to emphasize nouns.

Even in English, we know that childrenilvoften treat a newword as averb or an
adjective (Hall, Waxman & Hurwitz, 1993), because words like “rtwgnt”, “hot” and
“good” are included in some of the child’s first wor@hildren arealso quick to pick up
socially-oriented wordsuch as‘hi” and “please”.  AsBloom, Tinker,and Margulis
(1993) andVihman and McCune (1994)haveargued, the nominalids is far from a
predominant force, even in English.

Social support

The idea that early word learnimigpendsheavily on thespatio-temporal contiguity
of a novel objecnd anew name can be traceddk to Aristotle, Plato,and Augustine.
Recently, Baldwin (1991; 1989) has shown that children try to acquire names for the objects
that adults are attending to. SimilarlyAkhtar, Carpenterand Tomasello(1996) and
Tomasello and Akhtaf1995) have emphasized the crucial role of mutual gastwieen
mother and child in theupport ofearly word learning. Moreover, Tomasehas argued
that human mothers differ significantly froprimate mothers inthe ways that they
encourage mutual attention during language. Whilergjetting the role of sociaupport
in language learning, Samuelson and Smith (in press) have noted that @isoaaterpret
the findings of Akhtar, Carpenterand Tomasello in terms dbw-level perceptual and
attentional matches that hdipcusthe child’s attention to novel gbcts tomatch upwith
new words.

Child-based meanings

Several reearcherdiaveemphasized the extent to which gleape ofthe meanings of
the first words isgoverned by d'child-based agenda” (Mervisl984; Slobin, 1985).
Children seem to be particuarly interested in finding ways of talking aboutfakerite
toys, friends, andoods (Dromi, 1997). They also ike to learnwords to discussocial
activities and functions. Infact, Ninio and Snow (1988have argued that the basic
orientation of thechild’s first wordsand early grammar is not towards soméedilve,
nominal, cognitive reality, bubwards the interpersonal woridvolving people and social
roles.
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Overgeneralization and undergeneralization

We can refer to the formation of a link between a particular referent aed aame as
“initial mapping”. This initial mapping is typicallyfast, sketchyand tentative. Most
lexical learning occurs after the formation of timgial mapping. As the child iexposed
repeatedly tanew instances of an oldvord, the semantic range of the referent slowly
widens. Barrett (1995), Huttenlocher (1974) and others have viewed this aspect of meaning
growth as‘decontextualization”. HarriBarrett, Joes, and Brookes (1988ave shown
that the initialrepresentations of words contain componentsatetinked to thdirst few
contacts with the word in specifepisodes ospecific contexts. Gradually, tegocess of
generalization leads to a freeing of the word from irrelevant aspects of the context.

Over time, words develop a separation between a “conficoesl’ (1984; 1989) and a
peripheral area of potential generalization. |ésgy asthe child sticks closely toattested
instances of the category inside the confirncede, she will tend toundergeneralize the
word “car”.  Anglin (1977) and Dromi (1987haveargued that the frequency sfich
undergeneralizations is typically underestimated, because undergeneralizeveniead to
errors. If one does @areful analysis ofhe range ofuses ofnew words, itappearshat
undergeneralization is closer to the rule than the exception. As the confirmed core of the
meaning of a word widens and aselevant contextualeatures argruned outthe word
begins to take on a radial or prototype form (Lakoff, 1987; Rosch & Mervis, 1975). In the
center of the category, we find the best instancesdiplay the maximum category match.

At the periphery of theategory, wdind instances whose category membershipnidlear
and which compete with neighboring categories (MacWhinney, 1989).

According to the core-periphery model lexical structure, overgeneralizations arise
from the pressures that force the child to communicate about objects that are not inside any
confirmed core. Frequently enougihildren’s overgeneralizations are corrected when the
parent provides the correct narfwe the object (Brown & Hanlon1970). Thefact that
feedback is so consistentiyailablefor word learning increasesur willingness to batve
that the major determinants of word learning are social feedback, rather than innate
constraints or even word learning biases.

The shape of vocabulary growth

Researchers have often noted that the growth obverll size of the lexicoroes not
follow a smooth linear trend. After the child has acquired an initial vocabulary of about 100
words, the learning of new words seems to progress more and more rapidly. This rapid rise
in the size of thevocabulary, whichhas feen called thé'vocabulary spurt” (Bates &
Carnevale1993; Bloom, 1993), is morevident insome children than in otheldowever,
Mervis and Bertran@1994) and Dromi (1997aveshown thataccurate detection of the
timing of the vocabulary spurt may require following children well gaestirst 100 words.
Mervis and Bertran@1995) argue that the timing of the vocabulayurt isdependent on
the rate of cognitive development, with slower developers having ssfaier They further
claim that, lefore the beginning of the vocabulary spurt, children cannot pickvands
through afew hrief exposures. However, recent experimental work by Woodward,
Markman, and Fitzsimmon4994) and Schafer arflunkett (in presshasindicated that
infants who have notyet gone throughthe vocabularyshift are still capable of quick
learning of new words in an experimental context.

Three accounts have been offered for the timing of the vocabulesy dndthe causes
of the burst. One account attributes the burst to the development of cwetratticulatory
representations. Schwartz (1988) and Schwartz and Leonard (i8&khown that young
children tend to avoidoroducing difficult phonologicalforms. Oncethese output
limitations are surmounted, the child is free to prodwoeds that had been difficult to
produce during earlier periods.

A second account (MacWhinney, 1982) focuseshenrole of syntactic patterns in the
learning of new words. Often paremiske extensiveise of stable syntic framessuch
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as “Here’s the nice (toy name)” or “Show me your (bpdyt name)”. Having learned
these frames, children can quickly pick up a large quantityesfwords inthe context of
each frame. Inthis way, the vocabularyspurt could be dependentipon syntactic
development. Ifact, Bates etal, (1988) reported a correlation ofebween.70 and .84
between lexical size at 2Ghonths and syntactic iibes at 28 months. Thislevel of
correlation is exactlyvhat ispredicted by a model that views lexical learning as facilitated
by the appearance of words in the context of well-understood syntactic frames.

In accordwith the Piagetian emphasis ocognitive determination of developmental
stages, a third group of authors has attributed the vocabulary spurt to the underlying growth
in those cognitive capacities (Bloom, 1970; Gopnik & Meltzoff, 1987) that allow children to
understand the meanings of new word@sr example,one could argue that 14-month-olds
are not yet ready conceptually to acquire the meaningsoaiparative adjectives,
conjunctions, abstract nouns, speech act verbs, and superordinates. To \@rysywang
children have noyet acquired complex relational concesch asthe onesrequired to
support the learning ofform like “nonetheless”, “preamble”, or “nex@Thursday”
(Kenyeres, 1926). However, attempts to retsterall aspects dfnguistic development to
fundamental changes in cognitive developnieve gldom demonstratedtrong inkages
(Corrigan, 1978; Corrigari,979). Instead, it appearsat thelinks between cognitive and
lexical development arragmentary and specific to particulkaxical fields (Gopnik &
Meltzoff, 1986).

Each of these three accounts is compatible with attempts (Bafisrivale1993; van
Geert, 1991) tomodel vocabulary growth as a dynansigstem usinglogistic growth
functions. The nonlinear effects that emedgeing the vocabulanspurtcan beviewed as
arising fromthe dynamic coupling of thiexical systemwith a quickly developingsystem
of syntactic patterns, phonologicativances, or cognitive advances. these various
patterns develop, they feed into vocabulary growth in a nonlineantenakctivefashion, as
growth in vocabulary leads to further growth in syntactic structures, atdesasiy the
several months of the vocabulary spurt.

Components of a model of word learning

We are now ready to explore wayswhich these facts abougxical development can
be captured in an emergentist modakdd on neural network theoryThe preceding
sections indicate that a neural network model of lexical learning will rsdedcomponents.
First, it must provide a systefar representingauditory contrasts. Second it must be able
to use this system to store frequently heard auditory sequembed, the modemust be
able to accounfor the developmenfrom unconstrained babbling tthe controlled
articulation of realvords. Fourthfhe modelmust be able to accoufdr both social and
child-based influences on the meanings underlyinditsiewords. Fifth, the modehas to
account for the ways in which parents can provide social scaffoldinéptheges children’s
attention on referents. Sixth, the model must be able to adayumbth fast iftial learning
and slow subsequent tuning of the meaning of new words. Seventh, the model must be able
to capture facts about the induction of word meanings from syntactic frames.

Neural network models asystems based dhe use of acommon language of units,
connections, weights, and learning rules. Within this common languagamgctionism,
architectures differ markedly both in theletailed patterns of connectivignd in the
specific rulesused foractivationand learning. There are now maeycellent readable
introductions to the theory anfactice of neural network modeling. The reader who is
interested in learning more about the mechanicthisf frameworkmay wish to consult
Bechtel and Abrahamsen (1991) or Fausett (1994).

Lexical learning as self-organization

Oneemergentist framework that allows us to model many of tf@ases isthe self-
organizing feature mafSOFM) architecture ofKohonen (1982) andViikkulainen and

6



Models of the Emergence of Language

Dyer (1990; 1991). These self-organizing networkseat word learning asccurring in
maps of connected neurons in small areath@fcortex. Thre@cal mapsareinvolved in
word learning: an auditorynap, aconceptmap, and articulatorymaps. Emergent self-
organization on each of these three maps uses the same learning alg@/iindhlearning
involves theassociation of elementetweenthese threenaps. Whatnakes this mapping
process self-organizing is the fact that there is no pre-established pattern for these mappings
and no preordained relation between particular nodes and particular feature patterns.

Evidence regarding the importance of syllables in early child languégjgeljac,
Bertoncini & Mehler,1993; Jusczyk, Jusczyk, Kennedy, Schomberdg@enig, 1995)
suggests thahe nodes orthe auditory map maydst beviewed ascorresponding tdull
syllabic units, rather than separatonsonant andvowel phonemes. Therecent
demonstration by Saffran at (1996) of merory for auditory patterns in four-month-old
infants indicates that childreare notonly encodingindividual syllables, but aralso
remembering sequences of syllables. effect, prelingustic children are capable of
establishing completeepresentations of the auditolgrms of words.  Withinthe self-
organizingframework,these capabilities can be represented in diternativeways. One
method uses a slot-and-frafeatural notatiorfrom MacWhinney Leinbach, Taraban, and
McDonald (1989). Aralternativeapproach views the encoding as a temporal patietn
repeatedly accesses a basic syllable map. A lexical learning model develdpagtayand
MacWhinney (1997) useserial processes to caimi word learning. This model couples a
serial order mechanism known as“amalanche” (Grossberg, 1978)ith a lexical feature
map model. The avalanche controls the order of syllables within the word. n&aackiord
is learned as a new avalanche.

The initial mappingprocessinvolves theassociation of auditory units to rameptual
units. Initially, this learning links concepts to auditory images (Naigle&&iman,1995;
Reznick,1990). Forexample, thel4-month-oldwho has notyet produced thérst word,
may demonstrate amderstanding ofhe word“dog” by turning to a picture of a dog,
rather than a picture of@t,when hearing the wortdog”. It is difficult to measure the
exact size ofthis comprehension vocabulary tine weeks preceding tHest productive
word, but it is probably at least 20 words in size.

In the self-organizing framework, the learning of a worglieésved ashe emergence of
an association diween a pattern on trauditory map and a pattern on the concept map
through Hebbian learning (Hebb, 1949; Kandel & Hawkins, 1992). When the child hears a
given auditory form and sees an object at the same timepdisgvation of theneuronsthat
respond tothe sound and theneurons that respond tihe visual form produces an
association across a third pattern of connectwanish maps auditorfforms to coceptual
forms. Initially, the pattern ofthese interconnections is unknown, because the relation
betweensoundsand meanings is arbitrary (de SausstiBf6). Thismeans that theast
majority of the many potential connectiorstveeen theauditory and conceptual mapal
never be used, making it a vesgarsematrix (Kanerva,1993). Infact, it isunlikely that all
units inthe twomapsare fully interconnected (ager & Johnson, 1995). In order to
support the initial mapping, some researchers (Schmajuk & DiQ&%%) havesuggested
that thehippocampusnay provide a means of maintaining the association until additional
cortical connections have been established. As a result, a single exposoesvieaxd is
enough to lead to one trial learninglowever, ifthis initial association is not supported by
later repeatedxposure tahe word inrelevant social contexts, thehild will no longer
remember the word.

Word learning and working memory

The account of word learning weave leen examining so fanas focused on the
learning of the auditory form of the word. In timéant, learning of the articulatofprm is
typically more delayed.For adults, thetask of articulating a newly perceivedord is a
simple one. However,for the child in thesecond year offe, matching up articulations to
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auditions is a major challenge. The simple control of the articulatory system isnsijbra
challenge for the two-year-old. Apart from this, the child have must acquire a mapping from
individual auditory features to articulatory gestures, and must also etmedequence and
prosodic contour oéach of thesyllables in the word. Just likethe learning of auditory
sequences requires the mediation of memory systems, the learning of articulatory sequences
may involve support from rehearsal loops or hippocampal systems.

Models of word learning in adults(Burgess & Hitch, 1992; Grossberg, 1978;
Grossberg, 1987; Houghton, 1990)} have tended to emphasize the role of working memory.
Gupta and MacWhinney (1997) have shown that a model based on the encoding of syllable
strings for output phonology in avalanches does a good job of accountingitte wariety
of well-researched phenomena in the literature on word learinimgediateserial recall,
interference effectsand rehearsal in both adults and children (GathercolBagdeley,

1993).

The organization of semantic fields

Parallel with the growth of the auditorymap, the child is working on the
development of an extensiggstem forconceptual coding. As weavenoted,studies of
concept development in the preverbal infant (Pialf#4; Stiles-Davis,Sugarman & Nass,
1985; Sugarmari,982)indicate that the child comes to the language leataisigalready
possessing dairly well-structured coding of the basic objects in themediate
environment. Children treat objects such as dogs, plates, chairs, cars, baby food, water, balls,
andshoes adully structured separate categories (ke 1984). They also showgood
awareness of the nature of particldativitiessuch as falling, bathingating, kissing, and
sleeping.

Like auditory categories, these basic conceptual categories capresented in self-
organizing feature maps. Schyfi991) applied a self-organizirfgature map to the task
of learning three competing categories with prototype structures. indikielual exemplars
of each category were derived from geometric patterns that were blurred by rosatdca
prototype structure, although thaetualprototypeswere never displayed. The simulations
showed that the network could acquire human4ike ofthe categories When presented
with a fourth new word that overlapp®dth one of thefirst three words, theystem broke
off some ofthe territory of the old referent to match wpth the newname.  This
competitive behavior seems to reflect the process of competition between old words and new
words discussed for children\sord learning by Markman (1989), Clark (1987), and
MacWhinney (1989).

Another simulation of meaning development byalnd MacWhinney (1996) used a
standard backpropagation architecture to model the learnirey@tiveverbs thatuused the
prefix “un-" as in “untie” or “dis-” as in “disavow”. = The model succeeded in
capturing the basidevelopmentastages foreversiveseported by Bowerma(l982) and
Clark, Carpenterand Deutsch (1995). Iparticular, the model was able fwoduce
overgeneralizationerrors such as**unbreak” or “*disbend”. The network’s
performance wasdsed on itsnternalization of what Worf (1938; 1941)called the
“cryptotype” for the reversive which involved a “covering, enclosing, and surface-attaching
meaning” that is present in a wortkel “untangle”, but abent in a form such as
“*unbreak”. Whorf viewed this category as a primexample of the ways imvhich
language reflects and possibly shapes thought.

A similar neural network model of the learning of fine differences in the meaning of the
word “over” was developed bydarris (1990; 1994). The Harrimodel is capable of
taking new input test sentences of the tybe pin rolledover the tale” and deciding on
the basis of past learning that the meaning involved is “across”, rathéicthearing” or
“above”. It does this only on the basis of the cooccurrence patterns of theinvohasd,
rather than on information from their individual semantics. Thus, it learns that combinations
like “ball”, “roll”, and“table” tend toactivate“across” without regard to factsuch as
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knowing that balls areound andcan roll or knowing that tables are fland that rolling
involves movement.

THE EMERGENCE OF INFLECTIONAL MARKING

One of the most active areas in recent work on language acqussoeen thestudy
of the child’s learning of inflectional marking. In English, inflections are short suftinegs
occur at the ends of words. For example, the word “dogs” fiaalds/ suffix that marks
the fact that it is plural. There are novell over 30empirical studies and simulations
investigating the learning of inflectional marking. The majority of workhis topic has
examined the learning d&nglishverb morphologywith a particularfocus onthe English
past tense. These models are designed to learn irrégutes such aswent” or “fell”,
as well asregular past tenstorms such aswanted” and “jumped”. Other areas of
current interest include Germaroun declension,Dutch stressplacement,and German
participle formation. Although the learning of inflectionaharkings is arelatively minor
aspect of language learnirmyr ability toquantify thisprocess hasnade it an important
testing ground not only fahe study ofchild language, buor developmentapsychology
and cognitive science more generally.

A sample model for inflectional learning

To illustrate how connectionist networks can bsed to studythe learning of
inflectional morphologylet us take as an example tmedel of German gender learning
developed byMacWhinney,Leinbach, Tarabarand McDonald (1989). Thimodel was
designed to explaihow German children learn to select one ofdixedifferentforms of
the German definitarticle. InEnglish wehave a sigle word“the” that serves as the
definite article. In German, the article can take ftven “der”, “die”, “das”, “des”,

“‘dem”, or “den”. Which of the six forms of the article should be usemddify agiven

noun in German depends tee additional features of tmun: its gendefmasculine,
feminine, or neuter), its number (singular or plural), and its role within the sentence (subject,
possessor, direct m@ut, prepositional oject, or indirect object). To make mattevgorse,
assignment of nouns to gender categories is often oitiatuitive. For example, the word

for “fork” is feminine, theword for “spoon” is masculineand the wordor “knife” is

neuter. Acquiring thisystem of arbitrary gender assignmentgasticularly difficult for
adultsecond language learnerdlark Twain expressed hisonsternation at this aspect of
German in a treatisentitled “The aweful Germanlanguage”(Twain, 1935) inwhich he
accuseshe language otinfairness and capriciousness intisatment ofyoung girls as
neuter, the sun as feminine, and the moon as masculine. Along a similar vein, Maratsos and
Chalkley (1980) argued thatetause neither semantior phonological cues can predict
which article accompanies a given noun in German, children could not learn the language by
relying on simple surface cues.

Although these relations are indeed complex, MacWhinney et al. show that it is possible
to construct a connectionist network that learns the German systenth&awailable cues.

The MacWhinney etal. model, likemost current connectionistodels, involves devel of
input units, devel of hidden units, and kvel of autput units (Figure 1).Each of these
levels orlayers contains a number of discrete unitsnodes. Forexample, in the
MacWhinney et al. model, the 35 units within the inlewel represent features of timeun
that is to be modified by the article. Each of the lwaden unitlevels includes mitiiple
units that represent combinations of thesgut-level features. The six output units
represent the six forms of the German article.



Models of the Emergence of Language
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Figure 1: A network model of the acquisition of German declensional marking

As noted above, a central featuresath connectionist models tise verylarge number
of connections among processing units. As shown in Figuead) input-level unit is
connected to first-level hidden units; each first-level hidden unit is connected to second-level
hidden units; and each second-level hidden unit is connected to eachsif dlgput units.
None ofthesehundreds ofndividual nod-to-node connections is illustrated Figure 1,
since graphingeach individual connection would lead to a blurred pattern of connecting
lines. Instead a single line is used to stand in place of a fully interconnected pettieenb
levels. Learning igchieved by repetitive cyclintiproughthreesteps. First, thesystem is
presentedvith aninput pattern thaturns onsome, but not all of thenput units. In this
case, the pattern is a set of sound featurethéamoun keing used. Second, the activations
of these units send activations through the hiddets and on tdhe output units.Third,
the state of the outpumits is compared tthe correct targednd, if it does notmatch the
target, the weights in the network are adjusted so that connectiossigigatstedhe correct
answer are strengthened and connections that suggested the wrong answer are weakened.
MacWhinney et al. tested théystem’s ability tamaster the Germaarticle system by
repeatedly presenting 102 common German nouns to the system. Frequency of presentation
of each noun was proportional to the frequewith which thenounsareused in German.
The job of the network was to choose which articlagewith eachnoun ineach particular
context. After it did this, the correct answer was preserg#rd, the simulation adjusted
connection strengths so as aptimize its accuracy in the fure. After training was
finished, the network was able to choose the correct article for 98 percent of the nouns in the
original set.
To test its generalization abilities, we presented the netwitinkold nouns innew case
roles. In these tests, the network chose the correct article on 92 percent of trialyperlhis
of cross-paradigngeneralization is clear evidence that tilework went far beyond rote
memorization during the training phase. fdit, the network quickly succeeded in learning
the whole of the &sic formal paradignfior the marking of Germartase, number, and
gender on thexoun. Inaddition, the simulation was able to generalizeinternalized
knowledge to solve the problem that had so perplexed Mark Twain -- guessing at the gender
of entirely novel nouns. The 48 most frequent nouns in German that had not been included
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in the original input set were presented in a variety of sentence contexts. ©ontplstely
novel set, the simulation chose the correct arficm the six possibilities on 6percent of
trials, versus 17 percent expected by chance. Thussyetem’s learningmechanism,
together with its representation of theun'sphonological and semantic properties and the
context, prodced a good guess @li what articlewould accompany given noun, even
when the noun was entirely unfamiliar.

The network’s lealing paralleledchildren’s leaning in a number of waysLike real
German-speaking children, the network tended to overuse the articles that accompany
feminine nouns. Theeason for this is thahe feminineforms of the articlehave a high
frequency, because they arsed both for feminines and for plurals af genders. The
simulation also showedhe same type of overgeneralization patterns that are often
interpreted as reflecting rulese when they occur irchildren’s language.For example,
although thenounKleid (which means clothing) iseuter, the simulatiomsedthe initial
“klI” sound ofthe noun toconclude that it was masculine. Becausehd, it invariably
chose the article that would accompany the noun if it were masculine. Interestingly, the same
article-noun combinations that are thest difficult for children proved to be the most
difficult for the simulation to learn and to generalize to on tmsbof previously learned
examples.

How was the simulation able to produsach generalization and rule-likeebavior
without any specific rules? The basic mechaniswolved adjusting connectiostrengths
between input, hidden, and output units to reflect the frequeitlisywhich combinations of
features of nounwereassociatedvith each articleAlthough no single feature can predict
which article would be used, various complex combinations of phonologgragntic, and
contextual cuesllow quite accurate prediction of which articlesould be chosen. This
ability to extract complex, interactingatterns of cues is a characteristic of the particular
connectionist algorithnknown as back-propagation, that wesed inthe MacWhinney et
al. simulations. What makes the connectionist accouiar problems of thistype
particularly appealing is the fact that an equally powerful set of production system rules for
Germanatrticle selection would be quite complédugdan, 1977) and learning of this
complex set of rules would be a challenge in itself.

Cues vs. rules

The central issue being addressed in the study of the learning of inflectional markings is
whether one can model this process without using formal rules. Rumelhart and McClelland
(1986) were thefirst to provide a demonstration d¢fow rules couldemergefrom the
behavior of neural networks without being explicitly learned. Conceding that irréguizs
are produced by connectionistetworks, Pinker (1991) nonetheless argues tregular
forms are produced by a regular rule. This dual-routelel echoes aearlier account by
MacWhinney (1978) ancelated dual-route adels in thestudy of reading byColtheart,

Curtis, Atkins, and Waller (1993)

These attempts to preserve a folerules inhuman cognitiorhaverun into problems
with the fact thateven the most regular patterns ofrules” display phonological
conditioning and patterns of gradience (Bybee, in press) of the type thatlacaptured in
a connectionist network. Moreover, the existencediffierences btweenregular and
irregular processingoes ot, in itself, providestrongevidencefor the existence ofules.
Kawamoto (1994) has shown thatgular and irregulaforms display quite different
activation patternsggvenwithin a homogeneous neural networkl herefore, differences in
the processing of regular and irreguwarbs thathaverecently been demonstratdadough
neural imaging work (Jaeger, Lockwood, Kemmerer, Valin & Murphy, 1996; Weyerts,
Penke, DohrnClahsen &Mdunte, 1996) do not provide strongvidencefor the separate
existence of rule system.
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U-shaped learning

A major shortcoming of nearly all connectionist models of inflectional learning has been
their inability to capture the patterns of overgeneralizatand recovery from
overgeneralization thdtave leen called'u-shaped” learning. In u-shapelkarning, the
child begins bycorrectly producing an irregularipflectedform such as “went”. Next,
underthe pressure ofthe general pattern, the chifttoducesthe overgeneralizeform
“goed”. Finally, the child recovers from overgeneralization and returns to sayat”.

Some writers have mistakenly assumed that this type of u-shaped learning agrpkssall
verbs to create three majperiods in language learningHowever, empiricalwork by
Marcus, Ullman, Pinker, Hollander, Rosen, and(X892) has shown that strong u-shaped
learning patterns occur only for some verbs and only for some children.

The modelling ofeventhese weaker u-shaped pattehas proven difficult for neural
networks. In order to correctlynodel thechild’'s learning ofinflectional morphology,
models must go through a period of virtually error free learning of irregulars, followed by a
period of learning of regula@ccompanied by thirst overregularizationgMarcus etal.,
1992). Nocurrent model consistentlgisplaysall of these features in exactly the right
combination. MacWhinney (1997) has arguetiat malels that relyexclusively on
backpropagation wilhever be able talisplay the correct combination of developmental
patterns and that a two-process connectionist approaghbe needed (Kawamotb994;
Stone, 1994). The basic process is one that learns new inflectional formations, both regular
and irregular, as items in self-organizing feature maps. The secondary proceesisria
that generalizes the information inherent in featuagps toextractsecondaryproductive
generalizations. Unliké&inker’s dual-routeaccount,this proposedaccountworks on a
uniform underlying connectionist architecture without relying on formal, symbolic linguistic
rules.

The role of semantic factors

The firstattempts to model morphological learning focused exclusively omgheof
phonological features as both input and outgtdbwever, it is clear thathe formation of
past tensdorms must alsanvolve semantic fators.  InEnglish, theuse of semantic
information is associated with the irregular patterns of inflection. The idbatjd#cause
we cannot access “went” by combining “go” and “-ed”might be that we can access it
directly by a semantic route. Of course, this idea is much like that underlying the dual-route
theory. In German gender, the role of semantic information is much cle&i@ocke and
Zubin (Kopcke, 1994; Kopcke & Ziud 1983; Kbépcke & Zulm, 1984; Zubin &Kopcke,
1981; Zubin &Kdpcke, 1986) have shown that awide variety of loth phonological and
semantic factors are used in predicting the gender of German nouns and their plural. Some
of the featuresnvolved nclude: alcoholic beveragesuperordinates, inherent biological
gender, gem stones,odly parts, rivers inside Germany, and light keavy Ieezes.
Simulations by Cottrell and Plunkgtt991) and Gupta and MacWhinney (199%jve
integrated semantic and phonological information in various wayewever, a better
understanding ofhe ways in which semantic factors interdating word formationwill
require a more extensive modeling of lexical items and semantic features.

Extensions of irregular patterns to new words

Extending earlier work by Bybesnd Slobin (1982with older children, Pasada and
Pinker (1993) examined the abilities of adult native English speakers tdHepast tense
for nonsense words likplink”, “plup”, or “ploth”.  Theyfound that,the further the
word divergedrom the standard phonotactic ruldsr English verbs, themore likely the
subjects were to form thgast tense by justttaching the reguldred” suffix. Ling and
Marinov (1993)noted that the original verb-learning modigveloped by Rumelhart and
McClelland (1987) failed to match these new empirical data, largely because of its tendency
to overapply irregular patterns. To corrdus problem, Ling and Marinogreated aon-
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connectionist symbolic pattern associatdnch did a better job modeling theaBada and
Pinker data. However, MacWhinney (1993a) found thathe network model of
MacWhinney and Leinbach (1991) worked as well as LingMadnov’s symbolic model
in terms of matching up to the Prasada and Pinker generalization data.

Inflections and the logical problem of language acquisition

In the network we have been discussing, a single lexical feature map can pratthuae b
rote form like“went” and aproductiveform like “*goed”. The fact that loth can be
produced in the same lexical feature map allows us to develop a gevlatan to the
“logical problem of languagacquisition” (Baker & McCarthy, 1981Gleitman, 1990;
Gleitman, Newport & Gleitman, 1984; Morgan & Travis, 1989; Pinker, 1P8%er, 1989;
Wexler & Culicover,1980). The logical problem of language acquisit@arses from the
(incorrect) assumptiornat recoveryfrom overgeneralizatiormust depend orcorrective
feedback. Because roective feedback is seldomavailablefor grammatical pagrns (as
opposed to lexical and semantic patterns) it can be shown that language learning from input
data is impossibleTherefore, it is argued, the acquisition of grammar constitukegical
problem and requires the postulation of inraiastraints orthe form of language. The
solution to this problem proposed by MacWhinney (1993b) focusakeorcompetition
between regular and irregulflorms.  Inthe case of the competitiortiveen“went” and
“*goed”, we expect “went” to écome solidifiedover time lecause of itsrepeated
occurrence in the input. The form “*gd”, onthe otherhand, issupported only by the
presence of the -ed form. Figure 2 illustrates this competition.

go + PAST

N

wént<«————COmpetiion g5+ gg

emergent
episodic lexical i
support properties

Figure 2: Competition between episodic and combinatorial knowledge

This particularcompetition is an example of wh&aker (1979) calls a “kenign
exception to the logicgroblem”. The exception isonsidered benign becaude child
can learn to block overgeneralization d&gsuming thathere is basically only oneay of
saying “went”. This Uniqueness Constraint is thought to distinguish benign and non-
benign exceptions to the logical problerdowever,from the viewpoint of the Competition
Model account we are constructing here, all exceptions are benign.

The basic idea here is that, when a child overgeneraizésproduces “*goed”, the
system itself contains a mechanism that eventually forces recovery. Thus, the solution to the
logical problem of language acquisition emerfyesn the competition betweealternative
competingexpressions. One dheseforms receivesepisodic support fromthe actual
linguistic input. This episodisupport growsslowly over time. Theother form arises
productively from the operation of analogigticessures. Wheepisodicsupport does not
agree withthese analogistic pressurése episodicsupporteventuallycomes to dominate
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and the child recovers from the overgeneralizati®his is donewithout negativesvidence,
solely on the basic of positive support for the form receiving episodic confirmation.

THE EMERGENCE OF SYNTACTIC PA TTERNS

Induction from syntactic frames

Many aspects ofvord meaning can be acquirdébm individual words without
relying on the role that the wompglays in sentencesHowever, other aspects of meaning
require close attention to the ways in which words are combined. In an early demonstration
of these effectsKatz, Baker,and Macnamargl1974) gave children @uman and aon-
human figure and asked them either to “Show me the zav’‘@htow me Zav.” When
“zav” was treatedsyntactically as @roper noun bymitting the definitearticle, two-year-
olds tended to handhe experimenter the figure of a dollWhen “zav” was treated
syntactically as a commamoun by use othe definitearticle, childrerntended to hand the
experimenter the non-human figure. In thisy, even children agoung as 20 months of
age showed how syntactic context can serve as a powerful guide to word learning.

Similar effects have now been demonstratefbr a wide variety of syntactic
constructions. Browii1957) found that dhlidren coulduse asentence frame likén this
picture you see silig” to infer that“sib” is averb. Carey(1978) and_andau, Smith,
and Jones (1992) found that when asked to choose “not the red one, but the x@ndilum
children wouldassume thatxerillium” was a color name. GolinkoffHirsh-Pasek,
Cauley,and Gordon (1987) showed khien movies in whichBig Bird and Cookie
Monster were either turning separately or turning each oMéren 27-month-olathildren
heard“Big Bird is gorpingwith Cookie Monster”, theytended to look athe videowith
both characters turning separately. However, when they heard “Big Bird is gorping Cookie
Monster”, they tended to look at th@leo with Big Bird turning Cookie Monster. These
results indicate that children can use the transitive syntactic frame to induce some aspects of
the meaning of the neword “gorp”. Similarly, if weask children to “pleaseepulsate
Big Bird the banana”, they will assume that “repulsate” vemd of transfer thgbermits a
double-object construction.However, if we tell childen to“pleaserepulsate the tulwith
water”, they vill assume thdtrepulsate” is averb like“fill” that takes a goal adirect
object and a transferred object in an instrumental phrase.

Gleitman (1990) has argued that the meaningsarstlscan be induced largely on the
basis of this syntactimformation. Inaddition,she has argued thagrtain aspects of
argument structure can only be reliably induced from syntactic framesever, P.Bloom
(1994) has argued that representatiacguired in thisvay would be incomplete.  Since
children haveaccess to boteemantic and syntactic information,seeemslikely that both
types of information are used whenever they are reliable. In a detailed computational model
of verb argument frame induction, Siskind (1996) has shown thhg ithildhas access to
a basic situational representation alovith surface cooccurenagaformation, the argument
frames of verbs, which are in fact theabkbone of the language (Goldber$995;
MacWhinney, 1988; Pinker, 1989), can be learned easily even from fairly noisy input data.

The emergence of parts of speech

Psycholinguists working ithe standard symbolic tradition (Chomsky, 196%dor &
Pylyshyn, 1988;Lachter & Bever, 1988) have pointed to the learning ofyntax as a
guintessential problerfor connectionist approaches. Onetloé key abilitiesinvolved in
the learning of syntax ithe abstraction of syntactdasses ofparts of speech’such as
nouns,verbs, or prepagons. Inthe theory of universajrammar,these categories are
innately given. However, their actual realization differs so much from language to language
that it makes sense to explore accounts that induce these categories from the input data.

Bates and MacWhinney1982) and MacWhinney (1988) ehgsize the extent to
which the asignment of words to syntactic classesasvily dependentupon semantic
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category structure. Although not all nouns areeciisj the bst or most prototypicalouns

all share this feature. Abe category ofnoun” radiates out (Lakoff, 1987), non-central

members start to share fewer of the core features girtitetype. Maratsos and Gklay

(1980) point out that words likgustice” and“lightning” are so clearlynon-objectghat

their membership in thelass of noungannot be predicted from theiemanticstatus and

can only be inferred frorthe fact that the language treats them as nouns. Although Bates

and MacWhinney (1982) and Maratsos and Qbglk1980) staked out strongly

contrasting positions on this issweach of theapproaches grantdte possibility that both

cooccurence and semantic factors play a major role in the emergence of the parts of speech.
At this point, language researchers are primarily interested in exptetaged models

that showexactly how theparts of speech and argument frarsaa be induced.Elman

(1993) has presented a connectionigtdel thatdoes just this. The model relies on a

recurrent architecture of the type presentedrigure 3. This model takeshe standard

three-layer architecture of pools A, B, and C and adds a fourth input pool D of context units

which hasrecurrent connections to pool B.  Becauseth& recurrent or bidirectional

connections between B and D, this architecture is know as “recurrent backpropagation”.

A predict category
A

internal state

C

Figure 3: A recurrent network

A recurrent backpropagation network encodes changes over time by storing information
regarding previous states in the pool of units labeled as D. Considenémetwork deals
with the processing of aentencesuch as’'Mommy lovesDaddy”. Whenthe first word
comes in, pool C is activated and this activation is passed on to pool B and then pools A and
D. The complete state pbol B atTime 1 isstored in pool D. The activation levels in
pool D are preserved, while pools A, B, and C are set back to zertimeA? thenetworks
hearsthe word“love” and anew pattern of activations igstablished on pool C. These
activations argpassed on to pools B, C, and DHowever, lecause pool Chas stored
activationsfrom the previousvord, the newstate is blendedith the oldstate and pool C
comes to represent aspects of both “Mommy” and “love”.

Processing in a network of thigpe involves more than just storage of a superficial
sequence of words @ounds. Foexample, in thesimulations of sentencgrocessing
developed by Elma(i993), the outputinits are trained to predict the identity of the next
word. In order to perform in thigsk, the networkheeds tamplicitly extract part-of-
speech information from syntactic cooccurrence patterns. Alternatively, the output units can
be used to represent comprehension decisions, as in the mddat\whinney (1997). In
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that model, part-of-speech information is assumed and the goal of the model is to select the
agent and the patient using a variety of grammatical and pragmatic cues.

The training sefor the modelconsists of dozens gimple English sentencesich as
“The big dog chased the girl.” By examining the weight patterns on the hidden units in the
fully trained model, EImarshowed hat the model was conductingplicit learning of the
parts of speech. Faxampleafter the word “iby” in our example sentence, the model
would be expecting tactivate anoun. Themodel wasalso able to distinguishebween
subject and object relative structures, a&te dogthe catchasedan” and“the dog that
chased the cat ran”.

The emergence of argument structures

The machinery governing word combinatiodepends not only on part of speech
information, butalso on information regardindetailed agects of argument structure.
Consider the use aoferbs like“pour” and“fill’.  Bowerman(1988) discusses cases in
which the child says “I poured the tub with water” instead gdfduredwater into the tub”
and “I filled water into the tub” instead of “I filled the twisth water.” Wecan describe
theseerrors by saying thahe child has overgeneralized thgpour” pattern to the word
“fill” or overgeneralized th&ill” pattern to the word “pour”.  lorder toavoid these
overgeneralizations and to recover from them once thegnade, children have torganize
verbs into semantic fields. Extending the self-organizing topological network approach we
examined earlier, we can modRls process bywblding a network inwhich theuse of the
pattern “V N with N” is correlated with the semantic features of words like “fiituff”,
and “load”, and inwhich theuse ofthe pattern “V N into N” is correlatedith the
semantic features oivords like “fill”, “paint”, “cover”, and “load”. Because of
network of this type usesemantic features tachieve aseparation on the argument frame
map, it is able to implement both the semaptimposals oBates and MacWhinnef1982)
and the cooccurrence proposals of Maratsos and Chalkley (1980).

CONCLUSION

In this chapter, wehave genhow neural network models can help us organize our
growing understanding ofauditory, articulatory, lexical, inflectional, and syntactic
development. There are many aspects of language development to which thes@axedels
not yet been applied. We do not yetve nodels that can learn to control sociolinguistic
relations, conversational patterns, narrasteictures, intonational contours, and gestural
markings. Even inthe areas tavhich theyhave leenapplied, emergentisnodels are
limited in manyways. Thetreatment of the more complex aspectssphtax remains
unclear, the modelling of lexicaixtensions is stilfuite prmitive, and thedevelopment of
the auditory and articulatorgystems is noyet sufficientlygrounded in physiological and
neurological facts. Despite these limitations, we can see that, by treating language learning
as an emergent process, these modielge succeeded in providing an exciting new
perspective on questions about language learning that have intrigued scholars for centuries.
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