
Bickerton has proposed that the human capacity for lan-
guage evolved in two stages1. His second stage is language as
we know it (‘modern language’). He calls the first stage
‘protolanguage’; for now, one can think of it as modern lan-
guage minus syntax. Bickerton’s interesting claim is that
protolanguage is still present in modern humans, surfacing
in the course of language learning and when normal lan-
guage is disrupted. Thus evolution did not throw a Good
Idea away; rather it built on it.

Here, I want to elaborate on Bickerton’s idea: one actu-
ally can discern in the structure of human language a sub-
stantial number of distinct innovations over primate calls,
some prior to Bickerton’s protolanguage, and some later.
Like Bickerton, I will look for traces of these stages in de-
graded forms of modern language, and relate these stages to
what apes have been trained to do. But in addition, in some
instances I will be able to demonstrate ‘fossils’ of earlier
stages of language in the modern language itself, offering a
new source of evidence on the issue.

The consequence will be that the language capacity can
be conceived of as having evolved incrementally, rather than
appearing all at once in an undecomposable bloc. It will no
longer be meaningful to ask ‘Does primate P and did 
hominid H have language?’ We can only ask ‘What elements
of a language capacity might primate P have, and what el-
ements might hominid H have had?’ This helps defuse a
long-running dispute. On one side are those such as
Chomsky2 who have advocated a complex, innate, and uni-
fied language capacity that would seem difficult to explain
through natural selection; they have therefore been forced
to devalue evolutionary argumentation3. On the other side
are those who insist on evolutionary justification and are
therefore inclined to deny or at least minimize an innate
language capacity4. The position proposed here – a complex

language capacity that evolved incrementally – helps define
a middle ground that I hope will be a useful contribution to
discourse.

I will assume without justification that any increase in
explicit expressive power of the communicative system is
adaptive, whether for cooperation in hunting, gathering,
defense5, or for social communication such as gossip6–8. I
will also take it for granted (although it has been disputed)
that linguistic adaptation arose first in the interest of en-
hancing communication and secondarily in enhancing or
refining thought9. Finally, I will assume that the evolution
of language proceeded through the vocal–auditory channel,
though nothing in my argument precludes an initial stage 
of gestural (sign) language. (All these assumptions are 
no doubt controversial, but that is a topic for a different 
article.)

In this discussion I take my cue from the observation of
Wolfgang Köhler10 that cognitive steps which appear to us
altogether natural might decompose into some parts that
are natural for another organism and some parts that are
very difficult. The evolutionary counterpart of this obser-
vation is that it is not inevitable that evolution should im-
mediately chance upon apparently natural and adaptive 
aspects of cognition. Thus we must not take it for granted,
as some researchers do11, that, for example, an organism
with hierarchically organized behavior is therefore poised 
to invent syntax. The steps I propose are summarized in 
Box 1.

The use of symbols
Donald3, Deacon12, and Aitchison13 have stressed that, well
before fully-fledged modern language, there must have been
voluntary use of symbolic vocalizations (or other signals
such as gestures). Deacon seems to think that symbols 
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require grammatical combination; however, a single vocali-
zation (as in a one-year-old’s single-word utterance) can
clearly serve symbolically. On the other hand, single-symbol
utterances go beyond primate calls in important respects.

Perhaps the most important difference is the non-situ-
ation-specificity of human words. The word kitty may be
uttered by a baby to draw attention to a cat, to inquire
about the whereabouts of the cat, to summon the cat, to re-
mark that something resembles a cat, and so forth. Other
primates’ calls do not have this property. A food call is used
when food is discovered (or imminently anticipated), but
not to suggest that food be sought. A leopard alarm call can
report the sighting of a leopard, but cannot ask if anyone
has seen a leopard lately14.

Achieving this stage is a major evolutionary step:
Deacon and Donald are correct in seeing symbol use as the
most fundamental factor in language evolution. I will not
join them in speculating how this ability arose in the hom-
inid line, nor on what precursors had to be present for this
ability to evolve. Instead I will concentrate on what had to
happen next – on what many researchers see as a straight-
forward and inevitable development of language from such
humble beginnings.

Notice that even the one-word stage shows considerable
subtlety. For instance, very early in child language we 
already see an appreciation of the logical distinction 
between proper nouns (symbols for tokens – mostly token
humans, pets, and places) and common nouns (symbols for
types or kinds of any sort)15. Considerable inquiry has been
focused on how children can acquire (or innately have) this
aspect of semantics16–19. Notably, all the famous ape lan-
guage-training experiments of the past three decades seem

to have achieved this stage (at least on the more enthusiastic
assessments20); that is, non-situation-specific use of a reper-
toire of single symbols, including both symbols for indi-
viduals (proper names) and symbols for categories (com-
mon nouns).

However, we can potentially go back further: certain
little-remarked aspects of modern language are if anything
more primitive than the child’s one-word utterances.
Consider utterances associated with sudden high affect,
such as ouch!, dammit!, wow! and oboy! These exclamations
have no syntax and therefore cannot be integrated into
larger syntactic constructions (other than those that allow
direct quotes). They can remain in the repertoire of the
deepest aphasics, apparently coming from the right hemi-
sphere21. There also exist situation-specific utterances such
as shh, psst, and some uses of hey that have almost the flavor
of primate alarm calls. Though the ouch type and the shh
type both lack syntax, they have different properties. Ouch
is often used noncommunicatively, but shh calls for a hearer;
and the ouch type are more likely to be uttered involuntarily
than the shh type, which are usually under conscious con-
trol. Further single-word utterances include the situation-
specific greetings hello and goodbye and the answers yes and
no. The latter are not completely situation-specific: in addi-
tion to answering questions, one can use yes! to encourage or
congratulate the addressee and no! as a proto-command for
the addressee to cease what (s)he is doing. (Note that no 
animal call system includes a signal of generalized negation
like no.) I would like to think of such words as these as ‘fos-
sils’ of the one-word stage of language evolution – single-
word utterances that for some reason are not integrated into
the larger combinatorial system.
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Box 1. Steps in the evolution of language
Independent steps appear side by side; dependencies among steps are indicated vertically.

(Protolanguage about here)

Hierarchical phrase structure

(Modern language)

System of grammatical
relationships to convey
semantic relations

Symbols that explicitly encode
abstract semantic relationships

Development of a phonological combinatorial system
to enlarge open, unlimited class of symbols
(possibly syllables first, then phonemes)

Use of an open, unlimited class of symbols

System of inflections
to convey semantic
relationships

Use of symbol position to
convey basic semantic relationships

Concatenation of symbols

Use of symbols in a non-situation-specific fashion



Open class of symbols
To go beyond single symbols toward modern language, we
need two major innovations. The first is to permit an un-
limitedly large class of symbols in the system (a large lexi-
con); the second is the concatenation of symbols into larger
utterances (the beginning of syntax). These two are logically
independent: one could have a communicative system 
involving only one or the other.

Consider first the open vocabulary, the repertoire of
meaningful linguistic units stored in long-term memory. By
contrast with animal call repertoires (the closest appropriate
comparison), which number roughly in the dozens at most,
estimates of the vocabulary of an average speaker run into
the tens of thousands. Children learn these in droves, and
we keep picking up new words all our lives22. Such a large
vocabulary places significant demands on long-term mem-
ory and rapid retrieval3.

The language-trained apes, by contrast, are reported to
have acquired at most several hundred symbols, mostly
through extensive training, but in some instances appearing
to ‘just pick them up’20. At present it is unknown what ac-
counts for the hundredfold difference in vocabulary size. It
might be a consequence of the larger brain, or alternatively
of some special human ‘tuning’ that makes vocabulary
learning vast and effortless. I suspect that vocabulary learn-
ing for apes is rather like children’s learning of reading, a
largely effortful undertaking requiring much motivation
and instruction, and that children’s spoken (and signed)
word learning is a rather more specialized cognitive process.

Late second-language learners can be counted on to ac-
quire substantial vocabulary, even when their grammar and es-
pecially pronunciation is far from fluent. Moreover, in the fa-
mous case of Genie, vocabulary acquisition began immediately
upon her discovery, and her rate of vocabulary acquisition ap-
proximated that of young children23. Yet after years of training,
her grammar remained exceedingly rudimentary. These well-
known facts suggest that the capacity for an open vocabulary is
independent of that for grammatical elaboration.

At some point, then, the hominid line had to adapt to
learning this vast number of symbols. As Donald3 has
stressed, the uniquely human ability to imitate obviously
plays a role here. In turn, in order for there to be this vast
number of symbols to learn, hominids had to be adapted to
be able occasionally to invent new symbols. It is not clear to
me how much metasymbolic capability this would require;
the issue requires more investigation, perhaps by looking at
the metasymbolic abilities of very young children. 

A generative system for single symbols: proto-phonology
As the class of symbols becomes larger, the perceptual prob-
lem arises of making all the utterances discriminable and
memorable. If the symbols were holistic gestalts, like pri-
mate calls, even a thousand symbols would be impossible to
keep distinct in perception and memory. Modern language
deals with this problem by building words up combinatori-
ally from a repertoire of a dozen to a few dozen smaller
meaningless speech sounds. Using concatenated speech
sounds to construct conventionalized vocalizations turns
the distinction among vocalizations into a categorical/digi-
tal matter rather than a graded one.

Lieberman24 observes that as late as the Neanderthals,
the shape of the vocal tract did not allow the multitude of
easily perceptible distinctions among speech sounds in
modern language. (This conclusion is not universally ac-
cepted, however25.) Still, as Lieberman points out, an open
vocabulary is possible with a less highly differentiated
phonological system. For example, with a repertoire of ten
distinct phonemes, one could still construct thousands of
words of reasonable length (some Polynesian languages
make do with only twelve phonemes). The evolution of the
vocal tract can be seen as driven by the adaptivity of a larger
vocabulary, through more rapid articulation and enhanced
comprehensibility.

An intermediate stage in evolving a phoneme-based vo-
cabulary might use the syllable as the generative unit. The
syllable is basically a unit of articulatory gesture, and the
rhythmic organization of language (stress and timing) re-
volves around the syllable rather than the individual
phoneme. Its basic organization is a move from some rela-
tively closed position of the mouth, through a relatively
sonorous segment (usually a vowel but occasionally a ‘syl-
labic consonant,’ as in the final syllable of syllable), to rela-
tive closure again (either the close of the syllable or the be-
ginning of the next). Levelt and Wheeldon27 have offered
psycholinguistic evidence that the repertoire of syllables
(generally numbering around a few hundred) is stored in
what they call a ‘syllabary’; among other things the syllabary
includes a repertoire of motor scripts that aid in rapid 
articulation.

Thus an open-ended class of single-symbol utterances
could be composed from a generative system whose basic
units were not individual speech sounds but rather (proto-)
syllables, each of which was a holistic vocal gesture27. With
a repertoire of 10 such gestures, one could build 100 two-
proto-syllable vocalizations and 1000 three-proto-syllable
vocalizations – well on the way to being open-ended. I
imagine that a system of this sort would be possible with the
Neanderthal vocal tract. The development of (modern) syl-
lables analytically composed of phonemes could then be
seen as a further step in language evolution, making possible
a larger and more systematically discriminable class of sylla-
bles, in the interests of adding an order of magnitude to the
size of the vocabulary.

As many linguists (but not many nonlinguists) have rec-
ognized, the innovation of phonological structure is a major
cognitive advance24,28. It requires us to think of the system of
vocalizations as ‘generative’, in that the concatenation of in-
herently meaningless phonological units leads to an intrinsi-
cally unlimited class of words. This is not the fancy recursive
generativity of syntax, but generativity nonetheless: it is a
way of systematizing existing vocabulary items and being
able to create new ones. A generative phonological system is
thus a crucial step in the evolution of language, necessary for
the vocabulary to achieve its presently massive size.

To my knowledge none of the ape experiments have
achieved this step (or even tested it). In the cases where the
‘language’ being taught is visual symbols (lexigrams), each
symbol seems to be an unanalysed visual form. In the cases
where sign language was taught, I am not familiar with 
any evidence that the apes learned the signs in terms of the
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analytic features of handshape, position, and movement
that constitute the parallel to syllabic structure in spoken
languages29.

Concatenation of symbols to build larger utterances
We have so far considered systems of symbols in which each
symbol constitutes a complete utterance, analogous to a very
young child’s one-word stage, but with a larger vocabulary.
A baby’s use of single-word utterances is highly context-
dependent and must be interpreted in any given situation
with a liberal dose of pragmatics. Still, communication does
take place – a baby’s needs are much easier to understand
when (s)he has a few dozen words than when there are no
words at all. I therefore take it that a communicative system
entirely of this sort – where all words behaved grammatically
like hello – would still be useful to hominids.

One important virtue in Bickerton’s proposal of a two-
stage evolution for the language capacity is in pointing out
that one can go beyond single-word utterances without
achieving modern syntax. Much of the rest of this discus-
sion will involve pulling syntax apart, seeking plausible evo-
lutionary steps to the modern state of affairs.

The first essential innovation would be the ability sim-
ply to concatenate two or more symbols into a single utter-
ance, with the connection among them dictated purely by
context. For example, ‘Fred apple’ (imagine this uttered by
an 18-month-old or a signing chimp) might express any
number of connections between Fred and apples, express-
ible in modern language as ‘That’s Fred’s apple’, ‘Fred is eat-
ing an apple’, ‘Fred likes apples’, ‘Take the apple from Fred’,
‘Give the apple to Fred’, or even ‘An apple fell on Fred’.
Though still vague, this is far better than just Fred or apple
in isolation. Moreover, it isn’t totally vague: it probably
wouldn’t be used to express ‘Fred has certain beliefs about the
color of apples’ or ‘Apples frighten Fred’s sister’. That is, al-
though there are many possible connections, the pragmatics
are not unlimited.

Concatenating more than two symbols multiplies the
number of pragmatic possibilities. Much depends on the
symbols in question. ‘Bread cheese beer’ might well express ‘I
want bread, cheese, and beer’; ‘Bread cheese Fred’ is less obvi-
ous, ‘Bread Fred cheese’ even less so.

This is clearly a different kind of combination from that
discussed in the previous section. Phonological generativity
is a way of analysing meaningful symbols and producing
new ones in terms of a repertoire of smaller meaningless
units. The present sort of combination puts together mean-
ingful symbols to form larger meaningful utterances. The
two could have evolved simultaneously or in either order.

This sort of combination has not been attested in the
ethological literature. We do find bird songs, cetacean
songs, and possibly some primate ‘long calls’ built up out of
smaller units; but the units are not meaningful on their
own, and/or different combinations are not distinctively
meaningful30,31. (This might, however, be for lack of means
to look for such combinations14.) On the other hand, the
language-trained apes show this capability, at least on some
assessments20.

To see if this is where apes’ capability stops, it is most
revealing to look at the less controlled cases, in which free

utterances were possible: the experiments with sign.
Herbert Terrace claims that his chimp Nim reached this
stage and this stage only, producing large numbers of con-
catenated (and repeated) signs in an utterance, but without
any further organization. He further claims that a careful
look at the full data from the other signing experiments re-
veals similar results32. Other researchers have claimed
greater organization, to which we refer below.

Using linear position to signal semantic relationships
Concatenating symbols opens up many opportunities for
enhancing expressive power and precision. Two important
classes of innovations are orthogonal: using the linear order
of concatenated symbols to express relationships between
them, and introducing new sorts of vocabulary items that
convey relationships explicitly. We take these up in turn.

With just symbol concatenation, ‘eat apple Fred’ and
‘eat Fred apple’ might be used to convey exactly the same
message. In this particular case there would be no problem,
because of the pragmatics of the words involved. But in ‘hit
Fred tree’, did Fred hit the tree or did the tree hit Fred?
Though the larger context might tell us, the pragmatics of
the words alone don’t tell us. Pinker and Bloom5 point out
this problem and argue that using principles of word order
would be communicatively adaptive.

However, one need not advance to a full generative syntax,
replete with recursive trees, in order to improve the situ-
ation. Modern languages display some robust principles that
are in some sense prior to syntax, and that reveal themselves
more clearly in less fully developed situations. An important
piece of evidence comes from Klein and Perdue’s massive
longitudinal study of adult second-language learners with
various native languages and target languages33. The sub-
jects, immigrant workers who ‘picked up’ the target lan-
guage without explicit instruction, uniformly achieved a
stage of linguistic competence that Klein and Perdue call
‘The Basic Variety’ (BV); some but not all went beyond this
stage in their competence at the new language.

The relevant features of BV are: (1) lexical competence;
(2) absence of inflectional morphology, e.g. verbs always ap-
pear in a fixed form rather than undergoing tense and agree-
ment inflection; (3) absence of sentential subordination (no
relative clauses, indirect quotes, etc.); (4) simple, largely se-
mantically based principles of word order. The most promi-
nent of these principles are ‘Agent First’ and ‘Focus Last’.
So BV is quite far from full linguistic competence.

Agent First and Focus Last are of interest here. A
speaker employing Agent First would use ‘hit tree Fred’ to
mean only that the tree hit Fred and not that Fred hit the
tree; it enables one to disambiguate a large proportion of ut-
terances involving two characters. It further remains quite
powerful in structuring word order in modern language: it
appears as the default principle ‘Agent is expressed in sub-
ject position’, which can of course be mitigated by con-
structions such as the passive34,35.

Agent First seems to be observed as well in the ‘home
signs’ invented by deaf children of non-signing parents36,
and in pidgin languages37. Agrammatic aphasics also fall
back on this principle to some degree, explaining some of
their errors on reversible passives (‘The boy was hit by the
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girl’) and object relatives (‘The boy who the girl kissed is
tall’)38. To my knowledge, no one has tried to train an ape
in a language that violates this principle, so we don’t know
whether apes spontaneously observe it or not.

Agent First concerns an element in the system of ‘the-
matic roles’, the specification of who did what to whom. By
contrast, Focus Last concerns an element in the discourse
coding of given and new information. English shows some
reflections of Focus Last, for instance in the construction ‘In
the room sat a bear’, where the subject appears at the end for
focal effect. In many languages of the world, discourse 
coding plays a much greater role than it does in English;
Japanese, Hungarian and Tagalog are prominent examples35.
To my knowledge, no one has investigated discourse coding
in language-trained apes; I also know of no results from
home sign.

BV is fairly close to what Bickerton1 describes as ‘pro-
tolanguage,’ under which he lumps the organization of pid-
gins, the grammatical competence attained by Genie, and the
achievements of the language-trained apes. His characteriz-
ation in particular agrees with features (1)–(3) of BV.
However, Bickerton attributes to protolanguage a less stable
word order than that of BV; this might be partly because his
evidence comes from pidgins, which are heavily influenced
by the native language(s) of their speakers. Bickerton does not
address Agent First and Focus Last, which may well be pres-
ent in agrammatics and Genie – but perhaps not in the apes.

I suggest, then, that Agent First and Focus Last are ‘fos-
sil principles’ from protolanguage, which modern languages
often observe and frequently elaborate. Like the features
Bickerton discusses, they often survive in degraded forms of
language, which may serve as evidence for their evolution-
arily more primitive character. Crucially, these principles
correlate linear order with semantic roles. They do not re-
quire syntactic structure: the linear order of words can be de-
termined directly in terms of phonological concatenation.

Next consider an utterance like ‘dog brown eat mouse’.
Assume this obeys the Agent First principle, so that the dog
is doing the eating. There still leaves the question of what is
brown. It is natural to assume that it’s the dog – but notice
that this judgment relies on a principle of Grouping: modi-
fiers tend to be adjacent to what they modify. Although
such a principle might follow from general properties of
cognition, it is by no means inevitable. Indeed, it can be 
violated in modern language in constructions like ‘Bill ate
the hot dog naked’.

Like Agent First, Grouping is a purely semantically-
based principle that maps into linear adjacency without
using anything syntactic like a Noun Phrase. But such lin-
ear groupings might well be the underpinnings of con-
stituents like Noun Phrase (see the next section). This prin-
ciple can thus be seen as another ‘fossil’ feature of modern
language.

Another possible protolinguistic ‘fossil’ in English is the
formation of compound nouns such as snowman and black-
board. A wide variety of semantic relationships is possible
between the nouns, in large part mediated by their mean-
ings (see Box 2). The situation resembles the possible mean-
ing relationships conveyed by raw concatenation: in unpub-
lished work, I have found a repertoire of perhaps twenty
relationships that can be conveyed in compounds through
pragmatics alone (though the reason for this particular set of
relationships remains for the moment unclear). Klein and
Perdue report that noun compounding is the only kind of
morphology found in the Basic Variety; and children use
compounding very early39.

The facts of compounding hence seem symptomatic of
a protolinguistic ‘fossil’: the grammatical principle involved
is simply one of concatenating two nouns into a bigger
noun, and the semantic relationship between them is deter-
mined by a combination of pragmatics and memorization.
Thus determining the meaning of a newly encountered
compound is much like determining the meaning of ‘hit
tree Fred’ discussed above.

Whatever the particular details of such principles map-
ping between semantic roles and linear order, they sharpen
communication. They are therefore a plausible step be-
tween raw concatenation and full syntax. In fact, raw con-
catenation need not necessarily have preceded the appear-
ance of these principles: the evidence in modern language is
scant, and only possibly the case of Nim shows us raw con-
catenation without semantically-based ordering principles.
Notably, the free utterances of the bonobo Kanzi seem to
show some limited use of semantically based word order20.

At the same time, protolanguage of this sort is still far
from the expressive possibility of modern language. I will now
discuss some further steps on the route to modern language.

Phrase structure
All the phenomena discussed so far use word order to signal
semantic relationships among words; but this is not suffi-
cient for modern language. For example, in the previous
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(In these examples, the presence or absence of a space between
the nouns is purely an accident of spelling.)
Locative relationships: doghouse 5 house for a dog to live in;
housedog 5 dog that lives in a house.
Part–whole relationships: wheelchair 5 a chair with wheels as
parts; chairleg 5 leg that serves as part of a chair; snowman 5

man made of snow; cake flour 5 flour that cakes are made of.
Resemblance relationships: zebrafish 5 fish that resembles a zebra.

Actions performed by or on objects: garbage man 5 man who
carries away garbage; fruit man 5 man who sells fruit; sun hat 5
hat that protects against the sun; butter knife 5 knife used for
spreading butter.

Note however that the relationship between the nouns is not
totally free: while snowman might have meant a man who 
shovels away snow or who makes snow at a ski area, it is not
likely to have meant a man whose sister once fell in the snow.

Box 2. Sample semantic relationships in English noun–noun
compounds



sentence, the entire phrase ‘all the phenomena discussed so
far’ enters into a semantic relationship with the verb ‘use’.
This collection of words functions as an elaborated version
of the single word ‘phenomena’, the head of the phrase.

The grouping of words into higher-order headed units
is a crucial design feature of modern language. It allows
principles of word order to be expanded to principles of
phrase order. For example, Agent First now applies not to
the word that denotes the Agent, but to the phrase that de-
notes the Agent, yielding a major increase in the complexity
of conveyable messages. An important part of this inno-
vation is that a phrase can consist not just of words but also
of smaller phrases. For instance, ‘all the phenomena dis-
cussed so far’ contains the phrase ‘discussed so far’, which it-
self contains the phrase ‘so far’. This hierarchical embed-
ding, one of the hallmarks of modern language, is not so
simple or inevitable. It does not occur so relentlessly in
phonological structure, for example.

Most of the discussion of ape syntax has concerned
word order. However, it is not so clear that apes have hier-
archical phrase structure. Similarly, much discussion of pid-
gin languages has not made a clear distinction between
word order and phrase structure. This distinction thus 
deserves closer examination.

Vocabulary for relational concepts
Another possible way of encoding semantic relationships
among words and phrases is to invent words that explicitly
express such relationships. At the one-word stage, relational
words are pointless. But once multiple-symbol utterances
are possible, many classes of ‘utility’ vocabulary items offer
themselves as design possibilities. Box 3 lists some of these.

Each of these classes presents a different challenge to the
evolution of the language capacity. Having symbolic utter-
ances or primitive word order or hierarchical structure does

not automatically provide any of them; nor would organ-
isms that had one class of them necessarily discover any of
the others automatically. The evolution of these possibilities
in the language capacity can be speculated about only
through the sorts of evidence we have been considering so
far: child and adult language acquisition, aphasia, ape ex-
periments, and so on. (Pidgins would be less telling because
they draw upon the vocabulary of their source languages.)

Relational vocabulary plays an important role in
thought. It has been argued9,40 that language enhances
thoughts by making them available as perceptual objects
(namely sentences), so that they can be attended to, focused
on, modified, and remembered. Upon the invention of this
‘utility vocabulary,’ it would all of a sudden be possible con-
sciously to wonder if p and suppose that p, and to give rea-
sons and purposes for actions, with a tremendous effect on
the power of individual and communal reason and plan-
ning. (‘What should I say to so-and-so? If he says this, then
maybe I’ll do that; but if…’ Try to perform this reasoning
without the italicized words.)

Beyond phrase structure: inflection and further syntax
To move from here to modern language, two independent
sets of machinery must be added: inflection and further as-
pects of syntax. Bickerton (along with many modern gener-
ative linguists) treats these as of a piece, a seamless whole that
forms the core of the language module. On the other hand,
attempts within generative theory to integrate the two seam-
lessly have (to my taste) resulted in a sense of artificiality.

An alternative approach treats phrasal syntax and inflec-
tional morphology as somewhat independent systems that
accomplish partially overlapping functions41. A good brain
analogy is depth perception, where we find a variety of dis-
parate mechanisms, ranging from very sensory (lens accom-
modation) through perceptual (stereopsis and occlusion)
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Spatial relationship terms: To give someone directions to some spatial lo-
cation, we don’t do a dance like the honeybees. We say ‘Go up the stream to a
tree next to a big rock. Behind the tree and a little to the side you’ll see a bush that
has great fruit on it’. Such description is impossible without all the words that
indicate spatial relationships: up, to, next to, behind, to the side, and on.
Time terms: This includes explicit time terms such as now, yesterday and
Tuesday; temporal relational terms such as before, after, and until; and (once
inflection develops) tense and aspect inflection.
Marks of illocutionary force: These differentiate declaratives from questions,
commands, and exclamations. They appear in modern language sometimes as
variations in word order, sometimes as verbal inflection, sometimes as differ-
ences in intonation, and sometimes as a particular word that marks the force
of the utterance. A familar case of the last of these is the use in French of ‘est-
ce que’ as a fixed formula that converts a declarative sentence into a yes–no
question. Perhaps also in this class goes sentential negation, which often
seems to get tied up in the tense and question systems, ‘n’est-ce pas’? We might
also include expressions of conditionality such as if, may, and can; these mean-
ings also appear in the tense system, as in the subjunctive and conditional of
French.
Quantification: These include the standard logical quantifiers some, all, and
every, as well as the numerals, expressions like a lot of and oodles of, and tem-
poral quantifiers like often and always. A notable case is more, which cuts

across noun, verb, and adjective modification (more pudding, run more, more
flattering), and which is acquired very early by children.
Purposes, reasons, and intermediate causes: Compare ‘You live in this house’
and ‘This house is for you to live in’. The latter can be expressed only if one has
a vocabulary item with the meaning of ‘purpose’, here the word for. Similarly,
compare He ate the apple and he died and He died because he ate the apple. Only
the latter is explicit about the nature of the connection between the two
events: one is the reason for the other. With only implicit expressions of rea-
son, one cannot ask Why? and therefore seek explanation. (Does the famous
explosion of whys in young children represent their discovery of reasons?;
Ref. a). Finally, compare ‘I threw the spear and it hit the pig’ with ‘I hit the pig
with the spear’. The latter makes explicit my ultimate agency in the pig’s fate
(while making implicit exactly how I did it). More generally, the prepositions
for and with in English seem to serve as all-purpose connectors for a wide
range of relationships of this sort among events.
More general discourse connectors: This includes words such as but, however,
therefore, moreover, what’s more, and so forth and so on.

Reference

a Kelemen, D. (1999) Beliefs about purpose: on the origins of teleological thought,

in The Descent of Mind (Corballis, M.C. and Lea, S.E.G., eds), pp. 278–294, Oxford

University Press

Box 3. Families of vocabulary that express abstract semantic relationships



through very cognitive (knowing what sizes things should
be). These all converge on a single aspect of perceptual rep-
resentation, the distance of visible surfaces from the viewer.
Sometimes they are redundant; at some distances one or 
another predominates; and in illusions they can conflict.

Similarly, phrasal syntax and inflection both help make
explicit the semantic relationships among components in an
utterance. For instance, syntax may signal thematic roles
(who did what to whom) through the order of phrases in re-
lation to the verb. Inflection may do the same thing by
means of verb agreement with the subject (and in some lan-
guages, with the object as well). Inflection may alternatively
express semantic roles through a system of case-marking, as
in German, Russian and Latin. Languages tend to mix and
match these strategies in different proportion; languages
with rich inflectional systems often allow more freedom in
word order for different purposes, usually for focus-topic
information. On the other hand, inflection can be used
(freely or redundantly with word order) to indicate focus or
topic as well, for example the Japanese suffix -wa, which
typically marks topic redundantly with initial position in
the clause. In addition, around the corners of language, one
can still find traces of the simpler system, where semantic
relationships are indicated only ‘by the seat of the pants’.
Two examples are briefly presented in Box 4.

There are many important substantive differences be-
tween the two systems. Inflection normally marks only re-
lationships internal to a single clause; by contrast, phrasal
syntax is replete with long-distance dependencies, where a
phrase appears outside the clause in which it would ‘nor-
mally’ be positioned. When a word bears multiple inflec-
tions, these come in a fixed ‘templatic’ order, often with no

hint of hierarchical stacking; by contrast, phrasal syntax is
full of alternative word orders and hierarchical structure.
Inflection lends itself to a great deal of idiosyncratic irregu-
larity; phrasal syntax much less so.

Under this conception, the two systems of grammar are
built independently on top of the system of protolanguage,
each refining communication through its own expressive
techniques. I see no immediate argument for the temporal
priority of one over the other in the course of evolution.

One might justifiably ask why syntax and inflection
evolved the way they did and not some other conceivable
way. For instance, why do languages almost invariably show
a split between subject and predicate (VP) constituents,
where the latter includes (at least) the verb and the direct
object? Such a split is not so natural from a logical point of
view: after all, first-order logic has no constituent contain-
ing the predicate and all but one privileged argument – and
neither do computer languages.

A possible scenario, proposed by Andrew Carstairs-
McCarthy42, is that this asymmetry of subject and predicate
– [N [V N]] rather than just [N V N] – is exapted from the
asymmetry of the syllable, which according to strong
phonological and phonetic evidence has the structure 
[C [V C]] rather than [C V C]. Hence, he says, the asym-
metry of syntactic structure arose not from the logic of what
sentences mean, but rather from the accidental availability
of a structure elsewhere in cognition. In turn, this structure
might have developed in phonology for acoustic or articu-
latory reasons, but in syntactic structure it is just one of
those accidents of evolution.

Whether this proposal is correct or not, it has the right
sort of flavor. In particular, it shows how attention to the 
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Consider the range of ‘adverbial’ expressions of various syntac-
tic categories that appear freely at the beginning of the sentence,
after the subject, or at the end (Fig. I).

These expressions are governed only by rudimentary syntactic
principles. As long as the semantics is correct, a phrase of any syn-
tactic category can go in any of the major breakpoints of the sen-
tence: the front, the end, or the break between the subject and the
predicate. Similarly, the prepositional phrases and adverbials de-
noting time, place, instrument, accompaniment, manner, and so
forth are freely ordered at the end of the verb phrase; syntax 
apparently just lets one lump them there any old way:

Sam struck gold unexpectedly last night in Alaska with
his trusty pick.
Sam struck gold in Alaska unexpectedly last night with
his trusty pick.
Sam struck gold with his trusty pick last night 
unexpectedly in Alaska.

Beth bought a book yesterday for her sister for $10.
Beth bought a book for her sister yesterday for $10.
Beth bought a book for $10 for her sister yesterday.

Again, this freedom speaks of a somewhat more protosyntactic
phenomenon.

Box 4. Phenomena bearing traces of ‘protosyntax’

Obviously,
In my opinion,
With a sigh,
Susan having gone,
Having nothing better to do,
Sick at heart,
Though basically a happy guy,

Fred left town.

obviously
in my opinion,
with a sigh,
Susan having gone,
having nothing better to do,
sick at heart,
though basically a happy guy,

Fred,

obviously.
in my opinion.
with a sigh.
Susan having gone.
having nothing better to do.
sick at heart.
though basically a happy guy.

Fred left town,

left town.

Fig. I. See text.



internal details of language structure can contribute to ar-
guments about language evolution, which is of course one
of the more general points of the present article.

I also hope to have illustrated how we can go beyond
the idealization, perhaps appropriate for 1965 (Ref. 43) but
not for now, of the language faculty as a sui generis mental
phenomenon, unrelated to general cognition. Abandoning
this idealization does not require us to jump to the other ex-
treme and say there is nothing at all special about language.
I have tried to show that (1) there are indeed many special
aspects of language, but (2) that they could have evolved in-
crementally, not unlike the eye and the parts of the brain
that the eye serves. Having less than the whole system
would still have been useful.

What is also new here is the hypothesis that certain de-
sign features of modern language might be ‘fossils’ of earlier
evolutionary stages. To some degree, then, the examination
of the structure of language can come to resemble the ex-
amination of the physical structure of present-day organ-
isms for the traces of ‘archaic’ features.
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