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Abstract
Early agent research recognised that co-operating
agents require access to unambiguous, semantic de-
scription of the same concept, entity or object. In
fact, agent-based research on this problem antic-
ipates many of the current initiatives of the Se-
mantic Web project. The proposed solution in-
volves developing a domain-specific ontology that
can be mapped to other ontologies as required.
In this paper we describe an alternative approach
which allows autonomous agents to index shared
objects without requiring ex-ante agreement on an
ontology. Using a process of distributed negotia-
tion, each agent builds a lexicon of the problem-
solving competences of other agents. We present
an overview of our work using this approach in
three domains: a web services scenario, a multi-
case-based agent approach and finally, Tagsocratic,
a blog-indexing service. We then describe our fu-
ture work on several open issues related to this re-
search.

1 Introduction
The problem of interoperability between autonomous, non-
centralised software components has been an intrinsic feature
of agent research. Although agent communication languages
(ACLs) such as KQML[Finin et al., 1994] and FIPA[FIPA,
2000] provide standard communication protocols, there is
still the problem of agreement on a common language with
which to allow agents to co-operate about content in their en-
vironment. One of the key incentives of the Semantic Web
project was to introduce a semantic framework that would en-
able the processing of Internet resources by intelligent entities
such as software agents. In pursuit of this, RDF and related
initiatives such as DAML and OIL allow domain-specific on-
tologies to be specified[McGuinnesset al., 2002]. The usual
strategy of these efforts consists in establishing a relationship
between the local representations and a common reference
encoding, namely a shared ontology. This approach requires
two steps:

1. The definition of an ontology for the specific domain.

2. The definition of a mapping between a local representa-
tion and the shared ontology.

While intuitive, these approaches are often not effective in
practice. The first step requires ex-ante agreement between
all potential users of the ontology. Furthermore, the map-
ping step is generally far from trivial and often requires man-
ual intervention. Indeed, in terms of take-up on the WWW,
the top-down proposals of the Semantic Web have been less
successful than simpler bottom-up protocols such as RSS,1

which enable information providers to publish informationin
standard form quickly without having to agree on semantics
in advance. The latter scenario, however, still implies ex-post
agreement on semantics between locally defined representa-
tions. In terms of agent technology, this means allowing the
agent complete autonomy in representing the information ob-
jects it expresses, but also requiring it to learn a mapping be-
tween alternative representations held by other agents.

In contrast, we present an alternative perspective in which
autonomous, distributed agents negotiate using a technique
called language gamesin order to develop a distributed in-
dexing lexicon[Steels and McIntyre, 1999]. By learning this
lexicon each agent builds a picture of the competences of ex-
ternal agents and can quickly request resources from these
when it is not able to solve a problem locally. To illustrate the
technique we present three scenarios in the area of distributed
information retrieval. In the first, a web services plug-in al-
lows distributed information providers to learn which topics
they have in common. In the second, distributed case-based
information agents learn the competences of each other so
that information that is not available locally may be retrieved
from other competent agents. Finally, we introduce Tagso-
cratic, a project in the blogging domain in which agents com-
municate in order to learn topic alignments between bloggers.
In this scenario, the blogger is enabled to quickly find posts
by other bloggers on the same or similar subjects.

In section 2, we locate this work in relation to the Semantic
Web project and to previous work in agent research. Sections
3 and 4 describe the language games technique. We charac-
terise this technique as having a two stages: an eager indexing
stage and a problem-solving stage. In section 5, we describe
our initial work in applying this technique in three domains.
We describe open issues and future work in section 6.

1blogs.law.harvard.edu/tech/rss



2 Background

Early agent research recognised that co-operating agents re-
quire access to unambiguous semantic description of the
same concept, entity or object. For example, the DARPA
Knowledge Sharing Effort (KSE) tackled the problem of in-
teroperability between heterogeneous knowledge sources by
dividing the problem into three layers: a language transla-
tion layer, a communications layer and an ontology layer in
which semantic consistency is preserved within the domain in
which the applications work[Necheset al., 1991]. The key
idea is that a shared domain-specific ontology is developed
in advance from which agents can choose or extend the ele-
ments that best suit their own perspective. Knowledge can be
shared because agents can translate between their own local
representation and the shared ontology. Agent communica-
tion languages such as KQML and FIPA assume a shared on-
tology between communicating agents. In KQML, the mes-
sage layer allows the agent to specify the ontology associated
with the message, while FIPA has specified an ontology ser-
vice to allow agents to reason about domain knowledge.

Indeed, one of the key objectives of the Semantic Web
project is to enable processing of web resources by dis-
tributed, intelligent entities such as software agents[Berners-
Leeet al., 2001]. As such, this project has produced several
specifications such as RDF, OIL and DAML, which allow
domain-specific ontologies to be produced. The Semantic
web proposals can be viewed as a top-down approach to the
problem of semantic agreement: agreement is reached in ad-
vance on the formal relations between entities in a particular
domain, after which agents or other intelligent software appli-
cations can reason about the objects in the domain. However,
a difficulty in this approach is how agreement is reached on
the correct knowledge representation for a particular domain.
If two or more ontologies are used for a particular domain,
agents who wish to communicate will require a translation
service between ontologies. In the worst case scenario, where
agreement is not reached, each agent uses a knowledge rep-
resentation based on local semantics and communication be-
tween agents requires a translation service between each pair
of agents.

Despite the obvious benefits of an agreed semantic frame-
work, the take-up on Semantic Web proposals to date has
been slow. Instead, simpler, ‘bottom-up’ initiatives havebe-
come much more successful. For example, RSS has become
the standard means of allowing information providers to pub-
lish up-to-date data on the web without requiring explicit se-
mantic mark-up. In the blogosphere, blog software enables
bloggers to mark-up each of their posts with locally defined
categories. Two key observations can be made here: the pro-
liferation of these ‘bottom-up’ approaches appears to be stim-
ulated by the lack of centralised co-ordination required for
their deployment. This would seem to suggest that web con-
tent providers prefer minimal constraints on the local defini-
tion of semantics. Secondly, the issue of semantic alignment
appears to be addressed by a second wave of low level initia-
tives such as RSS aggregators and category aggregators2.

2http://www.technorati.com/

There are also a number of approaches to matching het-
erogeneous schemas based on machine learning[Rahm and
Bernstein, 2001]. However, where agents have heterogeneous
knowledge representations, such approaches require a map-
ping between representations for every pair of agents. In
a similar spirit to this work,[Reedet al., 2002] argue that
the specification of the agent communication language (ACL)
can be a run-time process where agents tailor their commu-
nication primitives to the circumstances in which they find
themselves. In contrast, we are concerned with how dis-
tributed information agents can learn to refer to common ob-
jects in their environment without having to formally define
or learn a particular semantic framework.

3 Introduction to Language Games

Our research is based on experiments on language evolution
called language games[Steels and McIntyre, 1999]. Rather
than requiring pairwise translation between heterogeneous
knowledge representations, agents achieve a common lan-
guage through a process of exchanging instances and feed-
back. The language games technique was developed orig-
inally to explore how autonomous, heterogeneous physical
agents could develop a common language in order to commu-
nicate about objects in their environment. Agents are not con-
strained in terms of their internal representation about the ob-
jects. Instead, they learn a distributed common lexicon which
allows them to refer to common objects in their environment
although each agent has a different internal representation.

This technique has more recently been adapted to tackle
the problem of aligning heterogeneous knowledge represen-
tations among information providers on the web[Avesani and
Agostini, 2003; Avesani and Cova, 2005]. The problem sce-
nario can be described as follows: The web is a distributed
repository of web pages to which autonomous agents (users)
add information in a random fashion. Although, many web
pages describe related subject matter, the web is not organ-
ised in a topic-centric manner. We describe how distributed
agents co-operate by game playing in order to produce a dis-
tributed index of topics that allows an agent to link its own
topic definitions to those defined by agents with similar inter-
ests.

Our definition of an agent is quite varied. In the Moleski-
ing application, an agent is a server side add-on that learns
the correspondence between ski-mountaineering trips being
offered by other autonomously managed web sites[Avesani
and Cova, 2005]. In the CBR agents initiative[Avesaniet
al., 2005b], each agent filters and collects sites offering travel
itineraries for a particular user interest group. A user can
query the agent’s case base memory for a suitable trip de-
scription. If an adequate solution is not found, the agent
contacts other agents with competence in the area. The key
point is that each agent learns and indexes the competences
of external agents using the language games technique. Fi-
nally, the Tagsocratic project examines the role for informa-
tion agents in the Blogosphere[Avesaniet al., 2005a]. In this
scenario, each blogger has an agent who learns which posts
by other bloggers address similar topics to those of its blog
master.



4 Indexing and Problem Solving
In this section we give a top level view of the language games
methodology. For a more formal introduction to our method-
ology see[Avesani and Agostini, 2003]. The language games
methodology can be viewed as being made up of 2 stages:

1. Indexing phase: An eager index learning stage in which
agents communicate to assess similarity between their
object representations. During this phase a shared dis-
tributed index emerges.

2. problem-solving phase: In this stage each agent can
quickly retrieve relevant cases by consulting its index-
ing lexicon and issuing a label identifier to other agents.

4.1 Indexing phase
The indexing phase consists of a number of language games
whereby a community of agents converge on a common set
of labels for the objects in their world. The common set of la-
bels constitutes a distributed global lookup table which isthen
used to reference similar cases in external case bases. For
example, if we consider the CBR example previously men-
tioned and described in more detail later, the index learning
phase involves each agent learning the correspondence be-
tween similar cases in other agents and assigning those cases
a global identifying label by which those cases can be identi-
fied. The set of global labels constitutes an index of the global
competence of the agent community. However, this index is
not maintained centrally but is distributed among the agent
community. After the indexing process, an agent can request
similar cases to one of its own cases from another agent by
simply sending it the appropriate global label. The receiving
agent then looks up which case(s) in its case base corresponds
to this label and returns it to the requesting agent.

Each language game involves an exchange between a pair
of agents where one acts as a speaker and the other acts as
a listener. As shown in Table 1, all agents maintain a table
which records the degree of association between a global la-
bel (Lp) and one of its cases (Op). In the table,u refers to the
number of times the label has been used in different language
games by this agent whilea refers to how often it has been
successfully used. Each game consists of a communications
phase and an assessment phase (see Figure 1).

Communications
Thecommunicationsphase proceeds as follows: The speaker
agent chooses one of its object (case) representations and the
corresponding best scoring label from the association table.
In the example in Table 1, the labell1 is the best performing
label for casecj9, having been successfully used for 8 out of
10 language games. AgentCBj and agentCBi agree to have
a language game. AgentCBj , acting as the speaker, selects
casecj9 and (encodes it as) labell1. It sends the label to
AgentCBi. CBi decodes labell1 using its association table.
If it finds that the label corresponds to one of its own cases, it
selects the case and returns it to agentCBj .

Assessment
The next phase of the game is theassessment phase. Agent
CBj must assess whether the case sent by agentCBi is
equivalent to casecj9. In the Moleskiing application and the

Op Lp u a
cj9 l1 10 8
cj9 l2 3 0
cj5 l3 5 4
cj6 l4 8 1

Table 1: The lexicon of case baseCBj during the learning
phase

CBR agents application we successfully use a bi-partite string
matching algorithm to determine equivalence[Kuhn, 1955].
The cases in the speaker’s case base are ranked by similar-
ity to the case received from the listener. If the top ranked
case is the same as the case initially chosen by the speaker,
the game is deemed to be a success and the speaker accord-
ingly updates its table, increasing the fraction of times the
label was successfully deployed (9 times out of an 11). The
speaker sends positive feedback to the listener so that it too
can update its table. If the game fails - the listener may re-
turn nothing or may return a mismatching case, the fraction
of successes recorded by the label is reduced to 8 out of an
11. The speaker sends negative feedback to the listener and
likewise it reduces the fraction of successful deploymentsfor
this label in its table.

It is important to remember that the assessment phase is
domain dependent. For the Tagsocratic project, for instance,
we use a naive Bayes classifier[Lewis, 1998] to determine
whether the posts received from the listening blog agent are
of the same class as the blog posts represented by the global
label on the speaking blog agent. In this sense, the assessment
phase in Tagsocratic is more difficult in that we have to assess
whether exchanged posts belong to the same concept shared
by both peers, rather than determining equivalence between
object representations.

4.2 Problem-solving Stage
The problem-solving stage allows distributed CBR agents to
quickly retrieve remote cases by issuing the learned index la-
bel. As similarity computation has been eagerly computed
and indexed during the indexing stage, the bandwidth and
computation overheads involved in sending and decoding a
label are very low, entailing fast query time response.

Let us consider an example scenario in which CBR agents
retrieve travel information based on input from a user. Each
agent operates autonomously and has a case base made up of
a set of travel itineraries. The solution part of each case de-
scription consists of reviews and comments posted by other
users on the quality of the proposed travel package. Each case
base is represented according to a locally defined schema.
CBR agents may cooperate so that if a locally retrieved so-
lution is not adequate it can contact agents with competence
in the problem area to retrieve alternative solutions. In Fig-
ure 2 we illustrate the cycle just described. Each case base
agent contains reviews that are pertinent to a particular inter-
est group. While not delivering results to its user base, the
agent is busy crawling the web for case material relevant to
the interests of its user group. Let us consider the scenario
where, after querying case base agentCBi, the user provides



Figure 1: Language games interaction model.

relevance feedback to the agent that the solution of the re-
trieved caseci1 was not adequate: in our example we can
see that the itinerary is not reviewed in sufficient detail. In
response the agent looks up the case being inspected by the
user in its association table. It finds that it corresponds tothe
lexical labell1. It then issues a request for solutions forl1 to
the other agents that contain cases indexed asl1. Each agent
decodes the labell1 and return cases associated with it. In
the example shown in Figure 2 the solution for casecj9 from
case baseCBj is returned to the user.

Agent CBi

local lexicon

Ci1 l1

Ci3 l2

Ci5 l4

Ci6 l5

Agent CBj

local lexicon

l1 Cj9

l2 Cj5

l2 Cj2
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dest. dublin, ire
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case Cj9

1
. 

r
e

tr
ie

v
e

2. revise

3. send label l1

4
.r

e
tu

r
n

 c
a

s
e

 C
j9

5. reuse

Figure 2: The retrieval model for distributed CBR agents.

5 Applications

5.1 Case-Based Information Agents
The previous section introduced the language game phe-
nomenon as applied to a a community of distributed case-
based agents. A detailed discussion of how language games
solve the vocabulary alignment problem in distributed CBR
can be found in[Avesaniet al., 2005b]. Figure 3 illustrates
the results from an evaluation where we used a real data set
from the Harmonise project, a European project to align ser-
vices from heterogeneous tourism service providers[Fodor
et al., 2002]. To enable interoperability between different
representations of the same event, the Harmonise researchers
propose manually mapping each vendor’s schema to an inter-
mediate schema. Our evaluation goal was to see whether we
could automatically align the same events using the language
games methodology. Our data set consisted of 6 events rep-
resented four different ways by four case-based agents. Fig-
ure 3 illustrates that 100% alignment was achieved soon after
800 pairwise games.

Figure 3: Formation of an indexing lexicon

5.2 Moleskiing
The Moleskiing initiative represents the authors’ initialat-
temps at tackling the problem of the lack of implemented
semantic standards on the web. In the sport of ski-
mountaineering it is crucial for participants to have the most
up to date reports on route conditions from other skiers. How-
ever, there are several ski-mountaineering portals to which
alpine skiers can report conditions which tends to fragment
the information available to other skiers. Moleskiing was
designed as service to automatically reconcile the different
schemas used by each portal to provide a single point of ac-
cess on Alpine ski-mountaineering conditions. Three het-
erogeneous sources of ski-mountaineering information were
used: Gulliver, Moleskiing and Skirando. Table 2 sum-
marises the data from the three information providers that we
used in our evaluation.

Figure 4 shows the plot of four sample game sessions. It
shows the percentage of lexica convergence as a function of



gulliver moleskiing skirando
Total items 38 179 69
gulliver overlap - 22 (12%) 8 (11%)
moleskiing overlap 22 (57%) - 51 (73%)
skirando overlap 8 (21%) 51 (28%) -
Complete overlap 6 (15%) 6 (3%) 6 (8%)

Table 2: The lexicon of case baseCBj during the learning
phase

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  500  1000  1500  2000  2500  3000  3500  4000

%
 o

f l
ex

ic
on

 c
on

ve
rg

en
ce

Number of games

Game sessions
gulliver-skirando

gulliver-moleskiing
skirando-moleskiing

gulliver-skirando-moleskiing

Figure 4: Evolution of common lexicon formation.

the number of games played between peer agents. 0% con-
vergence means that there is no common associations among
the peers: every peer is using different labels to encode the
same object. Thus, the common lexicon is empty and inter-
peer communication will fail. Conversely, 100% convergence
indicates that peers have reached an agreement on how to ref-
erence all shared objects. The common lexicon contains one
entry for each shared object and thus inter-peer communica-
tion is always successful. A full discussion of these results as
well as a description of the service-oriented architecturefor
language games used in Moleskiing is given in[Avesani and
Cova, 2005].

5.3 Tagsocratic

Weblogging has increasingly become an important part of
the information economy found on the Internet[Nardi et al.,
2004; Schianoet al., 2004]. Its great benefit is that it allows
ordinary people to easily publish opinions based upon their
experiences. This type of information, sometimes highly sub-
jective, has great value for other Internet users who can make
use of it to make decisions or simply to inform themselves.
However, the blogging phenomenon exacerbates the prob-
lems posed by the lack of semantic protocols for the Internet.
Although there is no constraint on what information can be
posted, blogs often take the form of a series of annotations on
topics of shared interest[Bar-Ilan, 2004]. As bloggers tend
to publish their work independently, there is no standard way
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Figure 5: Tagsocratic use case.

of organising the blogosphere so that the posts that relate to a
particular topic can be automatically indexed together. Most
blog software allows users to define categories with which to
label their posts. However, the semantics of the category are
defined locally by the user rather than relating to a globally
understood concept.

Clearly, there are benefits if these distributed information
sources can be organised so that the reader (or blogger) can
view related opinions on a single topic or concept. For ex-
ample, the prominence given to user reviews on proprietary
review sites like Amazon.com suggests their importance in
providing sales advice to the potential customer. In Figure5
we present a use case of the type of topic-centric service we
require for the blogosphere. The objective is to provide an
on-line mapping service for locally defined blog entry cate-
gories.

In the use case scenario depicted in Figure 5, Bob is visit-
ing Alice’s blog. He finds posts about the activity of blogging
and notices that Alice categorises them under the category
blogs. Bob would like to view other posts available in the
blogosphere about the same topic. The problem, of course,
is that other bloggers may use different categories to describe
the blogging topic. Thus, Bob contacts the Tagsocratic ser-
vice, requesting blog entries from categories mapped to Al-
ice’s blogs category; the mapping engine then returns a
list of entries from categories aligned to theblogs cate-
gory. The returned matches include entries from Carl un-
der hisblogging category and entries from Dave labelled
PhD (Dave is doing a PhD on the effect of blogs on society).
However, Bob does not receive any entries from Eve whose
blogs category simply stores links to various blog engine
web sites.

Thus, the objective of the Tagsocratic project is to provide
an on-line matching service for local blog categories whilst
respecting the autonomy of the blogger. Our goal is to allow
a user to find posts categorised by other users under local cat-
egories that are semantically equivalent. In our approach,the
semantics of other users’ categories are automatically learnt
by the system using the language games technique. The us-
age patterns of the user (which we call local context) are taken
into account. This allows us, for example, to handle situations
where two bloggers use the same category label with totally
different meanings. From the functional point of view, Tagso-



cratic tackles the situation presented in the use case (see Fig-
ure 5). The issues involved in developing the Tagsocratic ser-
vice are discussed in greater detail in[Avesaniet al., 2005a];

6 Future Work
We have begun examining how to reduce the number of game
iterations required in order to converge on a stable lexicon.
One area that can be improved is the initial period of game ac-
tivity where the speaker sends a label which must be guessed
by the listening agents. Clearly, many games must take place
before the listener guesses correctly. One solution we have
had initial success with is for the speaker to send an instance
rather than a label. Secondly, we are examining the strategy
used by the speaker in choosing labels or instances to send.
Currently, these are chosen at random. However, it might
be more efficient to send labels/instances that would provide
more discriminating information to help in the formation of
the local lexicon.

We have also begun to examine how different strategies can
be employed by the peer agents. Currently, the strategy used
by agents is naive: all agents are good potential game partners
and partners are chosen at random for this purpose. How-
ever, we recognise that a more sophisticated strategy would
be to choose partners that give the peer maximum informa-
tion exposure (i.e. peer agents that service large communi-
ties) and partners that are consistently good sources of infor-
mation. We describe some directions we are examining to
allow agents to operate using more sophisticated strategies.

6.1 Mixed-initiative strategies
A mixed-initiative system is a system which allows more user
interaction in the automated reasoning process. The key in-
sight is that humans may be better equipped to assess criti-
cal points during the learning phase and should be enabled
to contribute. By integrating the contributions from the user
and system, we enable each to contribute what it does best.
Moreover, flexible user-interaction policies would allow the
system to adapt to differences in knowledge and preferences
among users. In the context of language games research, we
are investigating how a mixed-initiative strategy could beun-
obtrusively employed to speed up the convergence step by
providing feedback on ambiguous lexical alignments during
the learning phase. Furthermore, user interaction can helpto
narrow the scope of the game by selecting candidate players
or barring further games with agents whose information ser-
vices they distrust or dislike.

6.2 Trust/reputation strategies
The issue of trust and reputation on the Internet has become
increasingly important, not just in terms of sales reliabil-
ity but also in terms of implying consistency and authority
[Richardsonet al., 2003]. For instance, Google’s PageRank
algorithm implicitly recognises highly linked pages as more
likely to be authoritative sources of information[Pageet al.,
1998]. Likewise, in the community of heterogenous infor-
mation agents we have described, certain agents are likely to
emerge as authorities on certain topic areas. Thus, rather than
choosing partners at random, an agent may have more suc-
cess in linking his topic descriptions to those expressed by

such agents. We are interested in developing the protocols
that allow reputation scores to be expressed and understood
in a distributed environment.

6.3 Malicious recognition strategies

A related issue is how to recognise spam. At the present time,
topic relevance is determined using classification and similar-
ity matching techniques. However, spammers have shown in-
genuity at gaming pattern recognition software and we would
expect the determined spammer to be able to poison the dis-
tributed index with reference to non-relevant products and
services. Our goal is to be able to detect spam early through
a process of reputation metrics and pattern recognition.

6.4 Evaluation environment

A key issue is the evaluation of our system both in an off-
line and on-line context. There are three aspects to this:
Firstly, we recognise that there is some correspondence be-
tween learning a distributed topic index and typical unsuper-
vised learning techniques. The language games approach is
novel in that it can be viewed as an unsupervised learning ap-
proach where the training corpus is decentralised. In terms
of learning efficacy we are examining how we can formalise
the language games approach so that it can be compared with
typical centralised approaches to clustering.

Secondly, we are interested in developing a games sim-
ulator where we can test the languages technique using a
game theoretic approach. Thus we can assign agents differing
strategies and observe which strategies perform better. Atthe
moment our objective function of game success is a global
one indicating the percentage of global convergence. We
recognise that we need to develop a more fine-grained func-
tion to measure overall game outcomes for individual agents
and communities of agents.

Finally, we need to test our applications in an on-line set-
ting. This is particularly important for evaluating the mixed-
initiative strategy.

7 Conclusions
In this paper we investigated the problem of building the dis-
tributed common reference systems needed to enrich current
web applications and allow for their meaningful interoper-
ability. We considered this problem from the perspective ofa
community of distributed agents. Whereas the Semantic Web
proposes a top-down approach to Semantic interoperability,
we suggest that agents can learn the competences of other
agents in their community. We described a novel approach
to this problem based on the language games technique. We
introduced three prototype applications we have developedto
test this methodology: CBR agents, Moleskiing and the Tag-
socratic project.

There is wide scope for future work. The model underlying
the language games technique is still fairly unsophisticated
and we plan to use the experience gained from practical ex-
perimentation to improve it. Along the same line, we expect
to design more refined strategies to guide the games, in order
to improve the lexicon building process.
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