
reanneal. Although our model simulations do not include calcu-
lations past the fragmentation threshold, we propose that a local
decrease in shear-strain rates associated with fragmentation may
promote reannealing28. Furthermore, it seems reasonable to assume
that shear-induced fragmentation has a marked effect on the flow of
the ascending magma and that upon continued ascent, fragments
from different parts of the ascending magma may become juxta-
posed. If the magma is texturally heterogeneous, which in itself may
be a consequence of repeated cycles of fragmentation, flow defor-
mation and reannealing, fragments can become elongated into
bands10 (Fig. 1). Minimum strain estimates to produce milli-
metre-size bands from decimetre-size fragments is of the order of
100. Using d as an estimate of the length scale for shear, this
corresponds to an ascent distance, Dz < ġRd, of the order of
10 m. We propose that the long-standing enigma of pervasive flow
banding of silicic magmas may in some cases be viewed as a record
of fragmentation and reannealing during magma ascent, in much
the same way as banding can be made by fragmentation and
reannealing in flows29. In addition, we expect that shear-induced
fragmentation can, to some degree, replace viscous deformation as
the mode of shear along conduit walls, thereby reducing the
exceedingly large dynamic pressures required to erupt highly
crystalline silicic magmas. However, none of our model simulations
explicitly include the effect of crystals on fragmentation30.

Our prediction that shear-induced fragmentation occurs in both
explosive and effusive silicic volcanism is consistent with the
observed conditions of volcanic systems22 (Fig. 3), with the degassed
nature of effusive silicic lavas7,8, and with textural observations at
the outcrop scale down to the microscale9–11 (Fig. 1). As opposed to
the common view that explosive volcanism “is defined as involving
fragmentation of magma during ascent”1, we conclude that frag-
mentation may play an equally important role in reducing the
likelihood of explosive behaviour, by facilitating magma degassing.
Because shear-induced fragmentation depends so strongly on the
rheology of the ascending magma, our findings are in a broader
sense equivalent to Eichelberger’s hypothesis1 that “higher viscosity
of magma may favour non-explosive degassing rather than
hinder it”, albeit with the added complexity of shear-induced
fragmentation. A
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Languages, like genes, provide vital clues about human history1,2.
The origin of the Indo-European language family is “the most
intensively studied, yet still most recalcitrant, problem of his-
torical linguistics”3. Numerous genetic studies of Indo-European
origins have also produced inconclusive results4,5,6. Here we
analyse linguistic data using computational methods derived
from evolutionary biology. We test two theories of Indo-
European origin: the ‘Kurgan expansion’ and the ‘Anatolian
farming’ hypotheses. The Kurgan theory centres on possible
archaeological evidence for an expansion into Europe and the
Near East by Kurgan horsemen beginning in the sixth millen-
nium BP

7,8. In contrast, the Anatolian theory claims that Indo-
European languages expanded with the spread of agriculture
from Anatolia around 8,000–9,500 years BP

9. In striking agree-
ment with the Anatolian hypothesis, our analysis of a matrix of
87 languages with 2,449 lexical items produced an estimated age
range for the initial Indo-European divergence of between 7,800
and 9,800 years BP. These results were robust to changes in coding
procedures, calibration points, rooting of the trees and priors in
the bayesian analysis.
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Historical linguists traditionally use the ‘comparative method’ to
construct language family trees from discrete lexical, morphological
and phonological data. Unfortunately, although the comparative
method can provide a relative chronology, it cannot provide
absolute date estimates. An alternative method of analysis is
glottochronology. This derivative of lexicostatistics is a distance-
based approach to language-tree construction that enables absolute
dates to be estimated10. Glottochronology uses the percentage of
shared ‘cognates’ between languages to calculate divergence times
by assuming a constant rate of lexical replacement or ‘glottoclock’.
Cognates are words inferred to have a common historical origin
because of systematic sound correspondences and clear similarities
in form and meaning. Despite some initial enthusiasm, the method
has been heavily criticized and is now largely discredited11,12.
Criticisms of glottochronology, and distance-based methods in
general, tend to fall into four main categories: first, by summarizing
cognate data into percentage scores, much of the information in
the discrete character data is lost, greatly reducing the power of the
method to reconstruct evolutionary history accurately13; second,
the clustering methods used tend to produce inaccurate trees when
lineages evolve at different rates, grouping together languages that
evolve slowly rather than languages that share a recent common
ancestor12,14; third, substantial borrowing of lexical items between
languages makes tree-based methods inappropriate; and fourth, the
assumption of a strict glottoclock rarely holds, making date esti-
mates unreliable11. For these reasons, historical linguists have
generally abandoned efforts to estimate absolute ages. Dixon15

epitomizes this view with his assertion that, on the basis of linguistic
data, the age of Indo-European “could be anything—4,000 years BP

or 40,000 years BP are both perfectly possible (as is any date in
between)”.

Recent advances in computational phylogenetic methods, how-
ever, provide possible solutions to the four main problems faced by
glottochronology. First, the problem of information loss that comes
from converting discrete characters into distances can be overcome
by analysing the discrete characters themselves to find the optimal
tree(s). Second, the accuracy of tree topology and branch-length
estimation can be improved by using models of evolution. Maxi-
mum-likelihood methods generally outperform distance and parsi-
mony approaches in situations where there are unequal rates of
change14. Moreover, uncertainty in the estimation of tree topology,
branch lengths and parameters of the evolutionary model can be
estimated using bayesian Markov chain Monte Carlo16 (MCMC)
methods in which the frequency distribution of the sample approxi-
mates the posterior probability distribution of the trees17. All
subsequent analyses can then incorporate this uncertainty. Third,
lexical items that are obvious borrowings can be removed from the
analysis, and computational methods such as split decomposition18,
which do not force the data to fit a tree model, can be used to check
for non-tree-like signals in the data. Finally, the assumption of a
strict clock can be relaxed by using rate-smoothing algorithms to
model rate variation across the tree. The penalized-likelihood19

model allows rate variation between lineages while incorporating
a ‘roughness penalty’ that penalizes changes in rate from branch to
branch. This smoothes inferred rate variation across the tree so that
the age of any node can be estimated even under conditions of rate
heterogeneity.

We applied likelihood models of lexical evolution, bayesian
inference of phylogeny and rate-smoothing algorithms to a matrix
of 87 Indo-European languages with 2,449 cognate sets coded as
discrete binary characters. This coding was based on the Indo-
European database of Dyen et al.20, with the addition of three extinct
languages. Examining subsets of languages using split decompo-
sition revealed a strong tree-like signal in the data, and a preliminary
parsimony analysis produced a consistency index of 0.48 and a
retention index of 0.76, well above what would be expected from
biological data sets of a similar size21. The consensus tree from an

initial analysis is shown in Fig. 1a. The topology of the tree is
consistent with the traditional Indo-European language groups22.
All of these groups are monophyletic and supported by high
posterior probability values. Recent parsimony and compatibility
analyses have also supported these groupings, as well as a Romano-
Germano-Celtic supergroup, the early divergence of Greek and
Armenian lineages23, and the basal position of Tocharian24. The
consensus tree also reflects traditional uncertainties in the relation-
ships between the major Indo-European language groups. For
instance, historical linguists have not resolved the position of the
Albanian group and our results clearly reflect this uncertainty (the
posterior probability of the Albanian/Indo-Iranian group is only
0.36).

One important advantage of the bayesian MCMC approach is
that any inferences are not contingent on a specific tree topology.
Trees are sampled in proportion to their posterior probability,
providing a direct measure of uncertainty in the tree topology
and branch-length estimates. By estimating divergence times across
the MCMC sample distribution of trees, we can explicitly account
for variability in the age estimates due to phylogenetic uncertainty,
and hence calculate a confidence interval for the age of any node. We
estimated divergence times by constraining the age of 14 nodes on
each tree in accordance with historically attested events (see
Supplementary Information). We then used penalized-likelihood
rate smoothing to calculate divergence times without the assump-
tion of rate constancy19. Another advantage of the bayesian frame-
work is that prior knowledge of language relationships can be
incorporated into the analysis. To ensure that the sample was
consistent with well-established linguistic relationships, we filtered
the 10,000-tree sample using a constraint tree (Fig. 1b). We used the
resulting distribution of 3,500 estimates of basal divergence times to
create a confidence interval for the age of the Indo-European
language family (Fig. 1b).

A key part of any bayesian phylogenetic analysis is an assessment
of the robustness of the inferences. One important potential cause of
error is cognacy judgements. In the initial analysis, we included all
cognate sets in the Dyen et al. database20 in an effort to maximize
phylogenetic signal. To assess the impact of different levels of
stringency in the cognacy judgements, we repeated the analysis
after removing all cognate sets identified by Dyen et al. as ‘doubtful’.
‘Doubtful cognates’ (for instance, possible chance similarities)
could falsely increase similarities between languages and thus lead
to an underestimate of the divergence times. Unrecognized borrow-
ing between closely related languages would have a similar effect.
Conversely, borrowing between distantly related languages will
falsely inflate branch lengths at the base of the tree and thus increase
divergence-time estimates. With the doubtful cognates removed,
the conservative coding led to a similar estimate of Indo-European
language relationships to that produced using the original coding.
The relationships within each of the 11 main groups were
unchanged. Only the placement of the weakly supported basal
branches differed (Fig. 1c). More significantly, the divergence-
time estimates increased, suggesting that the effects of chance
similarities and unrecognized borrowings between closely related
languages might have outweighed those of borrowings between
distantly related languages. In other words, our initial analysis is
likely to have underestimated the age of Indo-European.

The constraint tree used to filter the MCMC sample of trees also
contained assumptions about Indo-European history that might
have biased the results. We therefore repeated the analyses using a
more relaxed set of constraints (Fig. 1d). This produced a diver-
gence-time distribution and consensus tree almost identical to the
original sample distribution (Fig. 1d).

Another potential bias lay in the initial coding procedure, which
made no allowance for missing cognate information. The languages
at the base of the tree (Hittite, Tocharian A and Tocharian B) may
appear to lack cognates found in other languages because our
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knowledge of these extinct languages is limited to reconstructions
from ancient texts. This uneven sampling might have increased
basal branch lengths and thus inflated estimates of divergence times.
We tested this possibility by recoding apparently absent cognates as
uncertainties (absent or present) and re-running the analyses.

Although divergence-time estimates decreased slightly, the effect
was only small (Fig. 1e).

Finally, although there is considerable support for Hittite (an
extinct Anatolian language) as the most appropriate root for Indo-
European22,23, rooting the tree with Hittite could be claimed to

Figure 1 Consensus tree and divergence-time estimates. a, Majority-rule consensus tree

based on the MCMC sample of 1,000 trees. The main language groupings are colour

coded. Branch lengths are proportional to the inferred maximum-likelihood estimates of

evolutionary change per cognate. Values above each branch (in black) express the

bayesian posterior probabilities as a percentage. Values in red show the inferred ages of

nodes in years BP. *Italic also includes the French/Iberian subgroup. Panels b–e show the

distribution of divergence-time estimates at the root of the Indo-European phylogeny for:

b, initial assumption set using all cognate information and most stringent constraints

(Anatolian, Tocharian, (Greek, Armenian, Albanian, (Iranian, Indic), (Slavic, Baltic), ((North

Germanic, West Germanic), Italic, Celtic))); c, conservative cognate coding with doubtful

cognates excluded; d, all cognate sets with minimum topological constraints (Anatolian,

Tocharian, (Greek, Armenian, Albanian, (Iranian, Indic), (Slavic, Baltic), (North Germanic,

West Germanic), Italic, Celtic)); e, missing data coding with minimum topological

constraints and all cognate sets. Shaded bars represent the implied age ranges under the

two competing theories of Indo-European origin: blue, Kurgan hypothesis; green,

Anatolian farming hypothesis. The relationship between the main language groups in the

consensus tree for each analysis is also shown, along with posterior probability values.
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bias the analysis in favour of the Anatolian hypothesis. We thus
re-ran the analysis using the consensus tree in Fig. 1 rooted with
Balto-Slavic, Greek and Indo-Iranian as outgroups. This increased
the estimated divergence time from 8,700 years BP to 9,600, 9,400
and 10,100 years BP, respectively.

The pattern and timing of expansion suggested by the four
analyses in Fig. 1 is consistent with the Anatolian farming theory
of Indo-European origin. Radiocarbon analysis of the earliest
Neolithic sites across Europe suggests that agriculture arrived in
Greece at some time during the ninth millennium BP and had
reached as far as Scotland by 5,500 years BP

25. Figure 1 shows the
Hittite lineage diverging from Proto-Indo-European around 8,700
years BP, perhaps reflecting the initial migration out of Anatolia.
Tocharian, and the Greco-Armenian lineages are shown as distinct
by 7,000 years BP, with all other major groups formed by 5,000 years
BP. This scenario is consistent with recent genetic studies supporting
a Neolithic, Near Eastern contribution to the European gene pool4,6.
The consensus tree also shows evidence of a period of rapid
divergence giving rise to the Italic, Celtic, Balto-Slavic and perhaps
Indo-Iranian families that is intriguingly close to the time suggested
for a possible Kurgan expansion. Thus, as observed by Cavalli-
Sforza et al.26, these hypotheses need not be mutually exclusive.

Phylogenetic methods have revolutionized evolutionary biology
over the past 20 years and are now starting to take hold in other
areas of historical inference2,23,24,27,28,29. The model-based bayesian
framework used in this paper offers several advantages over pre-
vious applications of computational methods to language phylo-
genies. This approach allowed us to: identify sections in the
language tree that were poorly supported; explicitly incorporate
this uncertainty in tree typology and branch-length estimates in our
analysis; test the possible effects of borrowing, chance similarities and
bayesian priors on our analysis; and estimate divergence times with-
out the assumption of a strict glottoclock. The challenge of making
accurate inferences about human history is an extremely demanding
one, requiring the integration of archaeological, genetic, cultural and
linguistic data. The combination of computational phylogenetic
methods and lexical data to test archaeological hypotheses is a
step forward in this challenging and fascinating task. A

Methods
Data and coding
Data were sourced from the comparative Indo-European database created by Dyen et al.20.
The database records word forms and cognacy judgements in 95 languages across the 200
items in the Swadesh word list. This list consists of items of basic vocabulary such as
pronouns, numerals and body parts that are known to be relatively resistant to borrowing.
For example, although English is a Germanic language, it has borrowed around 50% of its
total lexicon from French and Latin. However, only about 5% of English entries in the
Swadesh 200-word list are clear Romance language borrowings1. Where borrowings were
obvious, Dyen et al. did not score them as cognate and thus they were excluded from our
analysis; 11 of the speech varieties that were not coded by Dyen et al. were also excluded. To
facilitate reconstruction of some of the oldest language relationships, we added three
extinct Indo-European languages, thought to fit near the base of the tree (Hittite,
Tocharian A and Tocharian B). Word form and cognacy judgements for all three languages
were made on the basis of multiple sources to ensure reliability. The presence or absence of
words from each cognate set was coded as ‘1’ or ‘0’, respectively, to produce a binary matrix
of 2,449 cognates in 87 languages.

Tree construction
Language trees were constructed using a ‘restriction site’ model of evolution that allows
unequal character-state frequencies and gamma-distributed character-specific rate
heterogeneity (MrBayes version 2.01; ref. 30). We used default ‘flat’ priors for the rate
matrix, branch lengths, gamma shape parameter and site-specific rates. The results were
found to be robust to changes in these priors. For example, repeating the analyses with an
exponential branch-length prior produced a 95% confidence interval for the basal
divergence time of between 7,100 and 9,200 years BP.

The program was run ten times using four concurrent Markov chains. Each run
generated 1,300,000 trees from a random starting phylogeny. On the basis of an
autocorrelation analysis, only every 10,000th tree was sampled to ensure that consecutive
samples were independent. A ‘burn-in’ period of 300,000 trees for each run was used to
avoid sampling trees before the run had reached convergence. Log-likelihood plots and an
examination of the post-burn-in tree topologies showed that the runs had indeed reached
convergence by this time. For each analysis a total of 1,000 trees were sampled and rooted

with Hittite. The branch between Hittite and the rest of the tree was split at the root such that
half its length was assigned to the Hittite branch and half to the remainder of the tree;
divergence-time estimates were found to be robust to threefold alterations of this allocation.

Divergence-time estimates
Eleven nodes corresponding to the points of initial divergence in all of the major language
subfamilies were given minimum and/or maximum ages on the basis of known historical
information (see Supplementary Information). The ages of all terminal nodes on the tree,
representing languages spoken today, were set to zero by default. Hittite and the Tocharic
languages were constrained in accordance with estimated ages of the source texts.
Relatively broad date ranges were chosen to avoid making disputable, a priori assumptions
about Indo-European history. A likelihood ratio test with the extinct languages removed
revealed that rates were significantly non-clock-like (x2 ¼ 787.3, d.f. ¼ 82, P , 0.001).
Divergence-time estimates were thus made using the semi-parametric, penalized-
likelihood model of rate variation implemented in R8s (version 1.50)19. The cross-
validation procedure was applied to the majority-rule consensus tree (Fig. 1) to determine
the optimal value of the rate-smoothing parameter. Step-by-step removal of each of the 14
age constraints on the consensus tree revealed that divergence-time estimates were robust
to calibration errors. For 13 nodes, the reconstructed age was within 390 years of the
original constraint range. Only the reconstructed age for Hittite showed an appreciable
variation from the constraint range. This may be attributable to the effect of missing data
associated with extinct languages. Reconstructed ages at the base of the tree ranged from
10,400 years BP with the removal of the Hittite age constraint, to 8,500 years BP with the
removal of the Iranian group age constraint.
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In many aquatic ecosystems, most microbes live in matrix-
enclosed biofilms1–3 and contribute substantially to energy flow
and nutrient cycling. Little is known, however, about the coup-
ling of structure and dynamics of these biofilms to ecosystem
function2. Here we show that microbial biofilms changed the
physical and chemical microhabitat and contributed to ecosys-
tem processes in 30-m-long stream mesocosms. Biofilm growth
increased hydrodynamic transient storage—streamwater
detained in quiescent zones, which is a major physical template
for ecological processes in streams4,5—by 300% and the retention
of suspended particles by 120%. In addition, by enhancing the
relative uptake of organic molecules of lower bioavailability, the
interplay of biofilm microarchitecture and mass transfer changed
their downstream linkage. As living zones of transient storage,
biofilms bring hydrodynamic retention and biochemical proces-
sing into close spatial proximity and influence biogeochemical
processes and patterns in streams. Thus, biofilms are highly
efficient and successful ecological communities that may also
contribute to the influence that headwater streams have on rivers,
estuaries and even oceans6,7 through longitudinal linkages of
local biogeochemical and hydrodynamic processes.

Although the broad physical factors that influence ecological
processes at the streambed interface have been extensively stu-
died4,5,8, the interactions of underlying biological, chemical and
physical mechanisms operating at the microscale have not. To
investigate whether biofilm growth changes hydrodynamic transi-
ent storage and organic matter processing at the streambed/stream-
water interface we experimented with natural microbial biofilms in
duplicate streamside flumes under two open-channel flow velocities
(Methods and Supplementary Information). In both flow treat-
ments, initial biofilms consisted of largely bacterial microcolonies
that rapidly coalesced into a basal geometric film surrounding
conspicuous voids (Fig. 1). Diatoms became a major component
in mature biofilms, and long streamers (filamentous structures)
oscillating in the water flow developed in these biofilms. Flow
significantly affected biofilm development, yielding higher biomass
under slower flows. Biofilm detachment and invertebrate grazing
dramatically decreased biomass after day 14 in fast flow and day 25
in slow flow. Confocal microscope analyses of biofilm cryosections
(x–z plane) revealed that flow also shaped biofilm microarchitecture
beyond bulk biomass. Biofilms grown in slow flow developed clearly

visible skeins of diatoms, and were thicker with higher surface
sinuosity and elevated density than biofilms grown in the fast-flow
treatment.

Transient storage has typically been associated with physical
structures such as the interstices within streambed sediments or
quiescent waters in back eddies, pools and side channels4,5.
Although others9,10 have indicated the potential for algal-dominated
biofilms to influence stream hydrodynamics, we have quantified
biofilms as a significant component of the transient storage zone
in the stream mesocosms. To do so, we estimated A s, the cross-
sectional area of transient storage (in m2, see Methods) and
compared it to the cross-sectional areas of the total biofilm,
including the biofilm voids. At day 0 (that is, no biofilms) A s was
entirely due to the flume bed, and differences between treatments
were attributable to different flow velocities. As microbial growth
progressed, transient storage increased 4- and 2.3-fold in the slow-
and fast-flow treatments, respectively (Fig. 2). This increase closely
followed the temporal pattern of biofilm dynamics, with chloro-
phyll a and organic matter together explaining 76% of the variance
in A s (multiple linear regression, MLR: degrees of freedom,

 

Figure 1 Effects of flow on biofilm structure and microarchitecture. a–c, Confocal

scanning laser micrographs of 3-day-old (a), 15-day-old (b) and 24-day-old (c) biofilms.

ConA-EPS, concanavalin-A Texas Red stained exopolysaccharides. d and e, dynamics of

biofilm associated chlorophyll a (d) and bacterial abundance (e). Given are mean ^ s.d.

of two or three independent measurements. Circles and squares in all figures denote

separate replicate mesocosms. f–h, Elevated biofilm thickness (f), surface sinuosity (g)

and density (h) in slow-flow mesocosms. Given are mean ^ s.d. of measurements made

on seven to ten different dates for each flow treatment.
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