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We study the question of how a local learning algorithm, executed by multiple distributed agents, can lead to a global system of communication. First, the notion of a perfect communication system is defined. Next, two measures of communication system quality are specified. It is shown that maximization of these measures leads to perfect communication production. Based on this principle, local adaptation rules for communication development are constructed. The resulting stochastic algorithm is validated in computational experiments. Empirical analysis indicates that a mild degree of stochasticity is instrumental in reaching states that correspond to accurate communication.

1. Introduction

Recently, the problem of how individual agents may adapt their behavior in order to maximize a global utility function has received substantial attention [1–10]. We study this problem in the particular context of communication development. The question that will be considered is: How can a distributed group of agents arrive at a shared system of communication, mapping internal meanings of agents to public words or signals in a consistent manner [11]?

Within different communities, a number of approaches to the problem of communication development have been explored. One such approach is to use evolutionary methods [12–16]. Such methods make random, and possibly large, changes to the behavior of agents and use selection to drive the population towards a shared convention. Here, in contrast, we are interested in learning algorithms where each individual agent makes small directed changes to its behavior. A substantial amount of work concerns supervised learning. There, learners are instructed by teachers that specify the desired communicative beh-
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behavior [17–19]. Thus, the learners themselves have no influence on the resulting communication system. The question of how a communication system can be formed by means of distributed learning has received relatively little attention. One example is work by Oliphant [20], building on earlier work by Hurford [21]. There, the behavior of an agent is adapted in a single step to correspond to its observations of the production and, for some methods, interpretation behavior of the population. Here, the algorithm that will be developed employs the observed production behavior of other agents, and operates by making small incremental adaptations. Methods for communication development that rely on the interaction between distributed entities, rather than receiving control information from outside the system, are based on self-organization [22–24]. Game-theoretic approaches [25–28] can provide valuable information about what global communication systems are stable, but do not typically provide algorithms for individual agents to arrive at such systems.

An interesting approach to optimizing a global utility function by means of distributed learning is to let agents optimize a local reward function that has the desired global effect [10]. Methods from reinforcement learning can then be used to determine how individual agents should adapt their own local behavior. While this approach can in principle be applied to communication problems, we take a different approach here by employing specific knowledge of the problem of communication development. Based on criteria for communication system quality, we will directly derive local adaptation rules for agents, rather than specifying a reward function to be optimized.

First, the notion of a perfect communication system will be defined. Based on this definition, two measures for communication system quality can be specified. It is then shown that maximization of these criteria is sufficient to guarantee a perfect communication system. Next, these measures are used to develop an algorithm. The algorithm is stochastic, and consistently leads to accurate communication systems in computational experiments. To study to what extent the use of stochasticity in the algorithm contributes to its performance, the relation between the degree of stochasticity and the resulting performance is investigated.

The model of communication that will be used consists of words, public symbols or signals that are exchanged during communication; referents, entities in the environment to which the words used in communication refer; and meanings, entities internal to agents that represent referents. It is assumed that each agent has formed a conceptual system, that is, a system relating referents to meanings. Thus, whenever a referent is present in the environment, this leads to the activation of a unique corresponding meaning in each agent. The agents need to form a mapping between their internal meanings and words
they can use in communication. The formation of the conceptual system is outside the scope of this article. However, the algorithm for communication development that will be presented here has also been studied in combination with concept formation, with successful results [29]. While that work grouped collections of similar feature vectors into concepts that were then associated with words, words can also be directly related to feature vectors [30, 31]. Since messages consist of single words, they are unstructured, and the use of compositional messages, ultimately leading to grammar, will not be studied here; see [32–36] for recent approaches to this topic. Finally, since the aim is to maximize global utility, agents have a shared goal and are therefore cooperative. When this is not the case, the issue of honesty in signaling must be considered [13, 16, 37].

The structure of the article is as follows. Section 2 describes the model of communication that is employed. In section 3, measures for the quality of conceptual systems and communication systems are introduced. In section 4, the algorithm is developed based on these measures, and experimental results are presented. In section 5 it is shown that a stochastic version has a regime of moderate exploration in which accurate communication is consistently achieved. Finally, section 6 presents conclusions. The algorithm is available in Matlab® format (see appendix).

2. Model

We assume the presence of an environment $E$ that contains a set of agents $A = \{A_1, A_2, \ldots, A_n\}$. The environment contains a set of referents $R = \{r_1, r_2, \ldots, r_n\}$ that can be the subject of communication. For example, the environment can be in different states or situations at different points in time, or it may contain different objects (see Figure 1) that agents are to refer to by means of communication. Each referent creates a corresponding sensorial impression, that is, it generates or activates some internal representation of the referent. It will be assumed that referents are recognized on multiple occasions of observing them, so that each referent is reliably associated with its corresponding internal representation. The latter will be called the agent’s meanings or concepts $M_A = \{\mu_1^A, \mu_2^A, \ldots, \mu_n^A\}$. These meanings are assumed to be the result of some generalization or concept formation process. Since meanings are internal to each agent, they cannot be exchanged directly. Rather, to communicate about a referent, the corresponding meaning must be associated with an observable signal or word that can be uttered. Words are chosen from some fixed, possibly large set $\Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_n\}$. Thus, the purpose of communication development is for agents to form mappings between the available words and their private meanings, such that each word becomes connected to
meansings that correspond to the same referent. A communication system for which this mapping between referents and words is one-to-one will be called a perfect communication system.

Regardless of how the mapping between referents and meanings and the mapping between meanings and words are represented internally, the communicative behavior of an agent can be studied by considering the resulting production and interpretation behavior. For each combination of word \( \sigma_i \) and referent \( \rho_j \), the production matrix \( P_{\text{prod}}^{A_i}(\sigma|\rho) \) specifies the probability that to communicate about referent \( \rho_j \), the agent would use word \( \sigma_i \). Conversely, the probability that referent \( \rho_i \) was observed given that an agent produces word \( \sigma_j \) is given by \( P_{\text{prod}}^{A_i}(\rho|\sigma) \). Concerning interpretation, the probability that an agent \( A_i \) will interpret the signal \( \sigma_j \) as representing referent \( \rho_k \) equals the interpretation probability \( P_{\text{int}}^{A_i}(\rho|\sigma) \). Any agent-specific probability can be averaged over all agents to yield the average population behavior, for example,

\[
P_{\text{prod}}(\sigma|\rho) = \frac{1}{n_a} \sum_{A_i \in \mathcal{A}} P_{\text{prod}}^{A_i}(\sigma|\rho).
\]

Throughout this article, variables denoting matrices are set in bold. The columns of the conditional probability matrix \( P(x|y) \) represent values of the dependent variable \( x \). Variables denoting specific probabilities rather than matrices will be set in plain. For example, the
probability that an agent will produce a particular word \( \sigma \) to represent a particular referent \( \rho \) is written as \( P_{\text{prod}}(\sigma|\rho) \), while the matrix containing all such probabilities is written \( P_{\text{prod}}(\sigma|\rho) \).

Using the production and interpretation probability matrices, we can now define a perfect system of communication as a combination of perfect production and interpretation. Production is perfect when there is a one-to-one mapping between referents and words in production.

**Definition 1 (Perfect communication production)** Communication production, characterized by the average probabilistic mappings \( P_{\text{prod}}(\sigma|\rho) \) and \( P_{\text{prod}}(\rho|\sigma) \) between \( n_r \) referents and the \( n_s \) signals, is perfect if and only if:

\[
\forall \rho : \exists \sigma : P_{\text{prod}}(\sigma|\rho) = 1
\]

and

\[
\forall \sigma : \exists \rho : P_{\text{prod}}(\rho|\sigma) = 1.
\]

The communication matrix \( P_{\text{comm}}(\rho|\rho) \) represents the effect of encoding a referent into a word (production) and subsequently decoding this word back into a referent (interpretation). Communication interpretation is perfect if this process always yields the original referent, in which case the communication matrix equals the identity matrix.

**Definition 2 (Perfect communication interpretation)** Given communication production behavior \( P_{\text{prod}}(\sigma|\rho) \), communication interpretation, characterized by the average probabilistic mapping \( P_{\text{int}}(\rho|\sigma) \) between \( n_r \) referents and \( n_s \) signals is perfect if and only if:

\[
P_{\text{comm}}(\rho|\rho) = P_{\text{prod}}(\sigma|\rho) \cdot P_{\text{int}}(\rho|\sigma) = I.
\]

Using these definitions, we can define a perfect system of communication as follows.

**Definition 3 (Perfect system of communication)** A system of communication is perfect if and only if both communication production and communication interpretation are perfect.

### 3. Measures for the evaluation of conceptual and communication systems

In this section, three measures for the quality of communication systems are introduced. Specificity and consistency evaluate the production behavior of a population of agents. **Specificity** measures the degree to which a word specifically identifies a single referent. **Consistency** measures to what degree an agent consistently uses the same word.
for a referent. We are furthermore interested in whether communication is also interpreted correctly. This is expressed by the measure of fidelity, which gives an overall measure for the quality of a communication system. The fidelity of communication is the average probability that a referent, when encoded into a word by one agent and decoded back into a referent by another, yields the same referent. All measures take values between zero and one, where zero indicates low quality and one high quality. It will be shown that the measures are correct and complete, in that maximal values for the measures imply a perfect communication system and vice versa.

3.1 Specificity

The specificity of a word is the degree to which it identifies a single referent. This can be measured by computing the relative decrease of uncertainty in determining the referent given a word that was produced, where uncertainty is defined by the information-theoretic concept of entropy. The definitions are based on the average population production behavior. They can be calculated for individual agents by using the individual production probabilities:

\[
H(\rho|\sigma_i) = \sum_{j=1}^{n} -P_{\text{prod}}(\rho_j|\sigma_i) \log P_{\text{prod}}(\rho_j|\sigma_i) 
\]

\[
H(\rho) = \sum_{j=1}^{n} -P(\rho_j) \log P(\rho_j)
\]

where \(P(\rho_j)\) is the relative frequency with which referent \(\rho_j\) occurs.

The specificity of a lexicon is thus defined as the specificities of the words weighted by their occurrence probabilities:

\[
\text{spec}(\sigma_i) = \frac{H(\rho) - H(\rho|\sigma_i)}{H(\rho)} = 1 - \frac{H(\rho|\sigma_i)}{H(\rho)}
\]

\[
\text{spec} = \sum_{i=1}^{n} P_{\text{prod}}(\sigma_i) \text{spec}(\sigma_i).
\]

3.2 Consistency

Consistency means that agents consistently uses the same word for a particular referent. It can be calculated as follows:

\[
H(\sigma|\rho_i) = \sum_{j=1}^{n} -P_{\text{prod}}(\sigma_j|\rho_i) \log P_{\text{prod}}(\sigma_j|\rho_i)
\]

\[
H(\sigma) = \sum_{j=1}^{n} -P_{\text{prod}}(\sigma_j) \log P_{\text{prod}}(\sigma_j)
\]
\begin{align*}
\text{cons}(\rho_i) &= 1 - \frac{H(\sigma|\rho_i)}{H(\sigma)} \quad (7) \\
\text{cons} &= \sum_{i=1}^{n_0} P(\rho_i) \text{cons}(\rho_i). \quad (8)
\end{align*}

where \( P_{\text{prod}}(\sigma_j) \) is the relative frequency with which word \( \sigma_j \) occurs.

MacLennan [13] used entropy to measure the uniformity of the joint probability distribution represented by the co-occurrence probabilities of words and referents, and notes that perfect communication requires a nonuniform distribution. Since the measure is calculated over all co-occurrence probabilities however, it does not distinguish such communication systems from nonperfect communication systems that have nonuniform distributions. The current measures address this issue by considering the entropies of the conditional probability matrices per row. Thus, both completeness and correctness criteria are achieved, as expressed by the following theorems.

**Theorem 1 (Production measures)** Communication production is perfect if and only if both specificity and consistency are equal to one.

Proof. The first condition of the definition for perfect communication production requires that for each referent \( \rho_i \), a word must exist \( \sigma_j \) for which \( P_{\text{prod}}(\sigma_j|\rho_i) = 1 \). Thus, \( P_{\text{prod}}(\sigma_k|\rho_i) = 0 \) for \( k \neq j \). Therefore, \( H(\sigma|\rho_i) = 0 \) for each referent \( \rho_i \), which implies consistency equals one. Likewise, using the second condition of the definition, for each word there exists a referent for which \( P_{\text{prod}}(\rho_j|\sigma_i) = 1 \), hence \( H(\rho|\sigma_i) = 0 \), and so specificity equals one. This proves the implication.

If consistency is equal to one, then for each referent \( \rho_i \), \( H(\sigma|\rho_i) = 0 \). Since each referent is represented by some word, \( P_{\text{prod}}(\sigma_j|\rho_i) \) must be nonzero for some \( \sigma_j \), and the only nonzero value consistent with \( H(\sigma|\rho_i) = 0 \) is one. Thus, for each referent \( \rho_i \) there exists a word \( \sigma_j \) for which \( P_{\text{prod}}(\sigma_j|\rho_i) = 1 \), which satisfies the first condition of Definition 3. The case for the second condition is analogous: if specificity is equal to one, then for each word \( \sigma_i \), \( H(\rho|\sigma_i) = 0 \), and there must exist a referent for which \( P_{\text{prod}}(\rho_j|\sigma_i) = 1 \). Thus, both conditions of the definition are satisfied. This demonstrates the reverse implication, which completes the proof. 

### 3.3 Fidelity

Fidelity is based on the matrix \( P_{\text{comm}}(\rho|\rho) \), see section 2. The diagonal of this matrix specifies the probability that a referent, when encoded by a word and decoded back into a referent, yields the same referent. Ideally, the diagonal should contain ones. **Fidelity** is defined as the
average of this diagonal:

\[ \text{fid} = \frac{\sum_{i=1}^{n_r} P_{\text{comm}}(\rho_i; \rho_i)}{n_r}. \tag{9} \]

**Theorem 2 (Interpretation measures)** Communication interpretation is perfect if and only if fidelity is equal to one.

*Proof.* If communication interpretation is perfect, then \( P_{\text{comm}}(\rho|\rho) = I \). Thus, the fidelity equals one. This proves the implication. If the fidelity equals one, the diagonal elements of the matrix \( P_{\text{comm}}(\rho|\rho) \) must all be one. Since each row must sum up to one, all remaining entries must equal zero. Thus, \( P_{\text{comm}}(\rho|\rho) \) is the identity matrix \( I \), which proves the reverse implication and completes the proof.

**Theorem 3 (Communication measures)** A communication system is perfect if and only if consistency, specificity, and fidelity are equal to one.

*Proof.* If a communication system is perfect, then by definition both communication interpretation and communication production are perfect, which as shown implies that consistency, specificity, and fidelity are equal to one. If consistency, specificity, and fidelity are all equal to one, then both communication interpretation and communication production are perfect, which implies the system of communication is perfect.

This section has introduced two measures of communication production (specificity and consistency), and one measure of overall communication quality (fidelity). These measures can be used to analyze the performance of algorithms that aim to establish a communication system. Moreover, they can be used to devise such algorithms, as shown in the following section.

### 4. An algorithm for communication development

The previous section described a method for analyzing communication systems and their development. In this section, we show how the goals that were identified for communication systems can be translated into an algorithm.

Two criteria for production behavior were specified: specificity and consistency. To address these goals, each agent will sample the communicative behavior of the population, and bias its current behavior towards choices that improve the specificity and consistency of the observed population behavior. The following sections describe the development of an algorithm, and experimental results with the algorithm are reported at the end of the section.
4.1 Achieving consistency

A focused distribution on the rows of $P(\sigma|\rho)$ corresponds to consistency, that is, using only a single word for each referent and, consequently, not using any other word for that referent. A complication is that the links between words and referents cannot be controlled directly by the agents; rather, agents must adapt associations between their meanings and the words. If concept formation has stabilized however, considering the relation between words and meanings will be sufficient, since there will be a good, but not necessarily one-to-one correspondence between meanings and referents.

The use of an association is an estimate of $P(\sigma|\mu)$ and thereby, assuming a reasonable conceptual system, of $P(\sigma|\rho)$. Favoring associations with a high use value in word production leads to a positive-feedback process. Words that are used somewhat more frequently for a meaning than other words will tend to be produced even more often in its context, at the cost of less strongly associated words whose associations will become even weaker, and which eventually will not be produced anymore. This process favors consistency. Thus, word selection should depend on the use of associations.

4.2 Achieving specificity

A focused distribution on the rows of $P(\rho|\sigma)$ corresponds to specificity, ultimately restricting the usage of a word to a single referent only. The approach here is similar to the one taken previously for consistency. For each association, an estimate of $P(\mu|\sigma)$ is maintained. Since associations with high values for this estimate contribute to specificity, this value is called the specificity of the association. If for each meaning, words that are specific to it are favored in word production, this can further enhance the specificity of those words. Thus, word selection should depend on the specificity of associations.

4.3 A selection mechanism for word production

The above reasoning suggested that the selection of the word $\sigma$ to be produced in the context of a given meaning $\mu$ should depend on both the use and the specificity of that association. A simple way of achieving this is to use a linear combination of the estimated use and specificity of an association to represent its strength $a(\mu, \sigma)$:

$$a(\mu, \sigma) = \beta \text{spec}(\mu, \sigma) + (1 - \beta) \text{use}(\mu, \sigma).$$

Word production in the context of a given meaning $\mu_i$ can then be based on the strengths of the associations of $\mu_i$ with all possible words. The simplest selection method is greedy selection, which would always select the strongest association. However, greedy selection can...
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easily lead to deadlock situations, corresponding to local optima in the space of global communication systems; for example, if one word, due to random initial conditions, happens to be the preferred word for two different referents, pure greedy selection would continue to select this word for both referents, thus never achieving specificity. Such a deadlock can be avoided by using exploration, that is, occasionally making apparently suboptimal choices.

One way of achieving exploration is to occasionally make a completely random choice. This has the disadvantage that choices that are known to be bad will continue to be made. An elegant solution to this is to select each element with a probability that is proportional to the value of the element. This removes the distinction between greedy and exploratory choices. The degree of stochasticity in such a choice mechanism can be parameterized, so that selection may range from greedy (the highest element has probability one) to random (all $n$ elements have equal probability $1/n$). This functionality is provided by the Boltzmann distribution, which is used in various selection schemes in, for example, genetic algorithms [38] and reinforcement learning [39].

The greediness of selection based on the Boltzmann distribution can be adjusted by choosing the temperature parameter $T$. The probability of selecting the word $\sigma_i$ using a Boltzmann distribution equals:

$$P_{prod}(\sigma_i) = \frac{e^{v(\sigma_i)/T}}{\sum_{j=1}^{n} e^{v(\sigma_j)/T}}.$$  \hspace{1cm} (11)

By choosing a high value, exploration is encouraged, eventually leading to a uniform distribution in the limit of infinite temperature. By lowering the temperature parameter, the differences between the values are magnified, and a more greedy choice mechanism is obtained.$^1$

\begin{verbatim}
Cycle(sensor_data)
1. m := determine_meaning_from_sensors(sensor_data);
2. mw := $\beta \ast$ spec + (1 - $\beta$) $\ast$ use;
3. w := select(Boltzmann(mw(m,1:nw)', t));
4. produce_word(w);
5. words := receive_words();
6. wordfreq := compute_frequencies(words);
7. $\mu_{\text{max}} := \arg \max_{\mu} \sum_{\sigma \in \text{words}} P_{\text{int}}(\sigma, \mu) \cdot \text{wordfreq}(\sigma)$;
8. $\sigma_{\text{max}} := \arg \max_{\sigma \in \text{words}} \{P_{\text{int}}(\sigma, \mu_{\text{max}}) \cdot \text{wordfreq}(\sigma)\}$;
9. with probability $P = P_{\text{int}}(\sigma_{\text{max}}, \mu_{\text{max}})$
\end{verbatim}$^1$

The temperature parameter is called such because the Boltzmann distribution is the distribution of the possible states of a gas at high temperature.

10. \( \text{spec}(\mu_{\max}, \sigma_{\max}) := \alpha \times 1 + (1-\alpha) \times \text{spec}(\mu_{\max}, \sigma_{\max}); \)
11. \( \forall \sigma \in \{\sigma_1, \sigma_2, \ldots, \sigma_n\} \setminus \sigma_{\max} \)
12. \( \text{spec}(\mu_{\max}, \sigma) := \alpha \times 0 + (1-\alpha) \times \text{spec}(\mu_{\max}, \sigma); \)
13. \( \forall \mu \in \{\mu_1, \mu_2, \ldots, \mu_m\} \setminus \mu_{\max} \)
14. \( \text{spec}(\mu, \sigma_{\max}) := (1-\alpha) \times \text{spec}(\mu, \sigma_{\max}); \)
15. \}
16. \( \forall \sigma \in \text{words} \)
17. \( \text{use}(m, \sigma) := \alpha \times 1 + (1 - \alpha) \times \text{use}(m, \sigma); \)
18. \( \forall \sigma \in \{\sigma_1, \sigma_2, \ldots, \sigma_n\} \setminus \text{words} \)
19. \( \text{use}(m, \sigma) := (1 - \alpha) \times \text{use}(m, \sigma); \)
20. \( \forall \sigma \in \text{words} \)
21. \( \text{P}_{\text{int}}(\sigma, m) := \alpha \times 1 + (1 - \alpha) \times \text{P}_{\text{int}}(\sigma, m); \)
22. \( \forall \mu \in \{\mu_1, \mu_2, \ldots, \mu_m\} \setminus m \)
23. \( \text{P}_{\text{int}}(\sigma, \mu) := (1 - \alpha) \times \text{P}_{\text{int}}(\sigma, \mu); \)
24. \}

### 4.4 Description of the resulting algorithm

The above ideas can be translated into the following algorithm. Each agent estimates the contribution of meaning–word associations to consistency and specificity, which together determine association strength. The strength of an association determines the probability that it will be selected in word production. Thus, associations that promote the aims of specificity and consistency are reinforced, while a potential for exploration is maintained.

The algorithm describes the behavior of a single agent upon receiving sensory information about the current referent (situation or object) in the environment. Based on this information, the agent first determines the meaning its sensors indicate. It then uses its current associations to select a word associated with this meaning, and produces it. Since other agents perform the same steps, each agent then receives the words produced by other agents and itself. This word is used to determine a likely meaning based on the received words, called signal-based meaning determination. If the likelihood of this meaning is sufficient, the specificity of the associations with this meaning is updated. Next, the use of the associations with the meaning that was indicated by the sensors (sensor-based meaning determination), and the interpretation probabilities \( \text{P}_{\text{int}}(\mu|\sigma) \), are adapted. To let a group of agents develop communication, this cycle is to be repeated so that the gradual adaptations made by individual agents can direct the behavior of the agents towards a shared system of communication.

\( \text{Spec} \) and \( \text{use} \) represent the matrices containing the specificity and use of each association between meaning and word. \( \text{P}_{\text{int}} \) is the ma-
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Figure 2. Development of the associations of all words with the first referent of agent number two. After an initial period in which the agents settle on a shared mapping between referents and words, the chosen associations become consolidated while the use of other words diminishes.

The algorithm only requires samples of the production behavior of other agents. In the following section, it will be seen that this is sufficient as feedback for the development of communication.

4.5 Experimental investigation

Having described the algorithm, we proceed by investigating its behavior in a simulation experiment. In this simulation, an environment is simulated by randomly selecting one of the referents at each time step to be the subject of communication. Each agent owns a set of \( n_m = n_r \) meanings that bear a one-to-one correspondence to the referents. The set of words is a fixed set of size \( n_w = n_r \). The use and specificity values of the associations of the agents are all initialized at 0.5, so that no word is preferred over another. The parameters are as follows: the number of agents \( n_a = 5 \), the temperature variable regulating stochasticity \( t = 0.15 \), the learning rate \( \alpha = 0.05 \), and the specificity-use ratio \( \beta = 0.5 \).

4.5.1 Example run

To describe the behavior of the algorithm, we study a single run of it.\(^2\) Figure 2 shows the production probability of each word for the first referent for agent number two over time. We consider the calculation

\(^2\)The example is the first run in the series of 100 that was performed, and can be reproduced by choosing random seed 0 in the algorithm, which is available as an online appendix to the article.

of the consistency measure of this particular agent, which is based on
this word production probability matrix. The matrix at the beginning
of the experiment, at time step zero, is shown in Table 1 (top). The
uniformly initialized values are the least consistent configuration, and
should result in a minimal consistency value. To calculate consistency,
we first calculate the entropy over the first row of the matrix, using the
base two log:

\[ H(\sigma | \rho_1) = \sum_{j=1}^{n_s} -P_{\text{prod}}(\sigma_j | \rho_1) \log P_{\text{prod}}(\sigma_j | \rho_1) \]  

(12)

where, for example, \( P_{\text{prod}}(\sigma_1 | \rho_1) = 0.25 \). Thus, \( H(\sigma | \rho_1) = 2 \), and

\[ \text{cons}(\rho_1) = 1 - \frac{H(\sigma | \rho_1)}{H(\sigma)} = 0. \]

Performing the same calculation for each referent and taking the sum of
the outcomes, weighted by the occurrence probability of each referent
(which in this experiment, since each referent is equally likely, amounts
to averaging) yields the consistency for this agent. Since all values are
equal, this average

\[ \text{cons}(A) = \sum_{i=1}^{n_r} P(\rho_i) \text{cons}(\rho_i) \]

also equals zero, and thus consistency is indeed minimal.

In the course of the experiment, as Figure 2 showed for referent 1,
the association strengths first fluctuate while the global system of com-
munication settles on a single mapping that links referents to words.
Once each referent becomes associated with a single unique word, there
are no more conflicts between the word choices of the agents, and the
associations are consolidated. This leads to polarized values in the
production matrix: association strengths are either very low or very
high. In the current experiment, the production matrix for agent two
has changed into the highly focused matrix of Table 1 (bottom) by the
end of the experiment.

As the matrix shows, each referent is associated with a single and
unique word, and thus consistency should be high. Indeed, the same
calculation now yields a value of 0.96 for the consistency measure. In
the following section, we move from the study of an individual agent
to the behavior of the population.

4.5.2 Experimental results

The simulation experiment described above was run 100 times for a
duration of 1000 iterations of the algorithm. Figure 3 shows the graph
of the average fidelity over time. As the figure shows, communication
systems of very high quality are obtained, with fidelity converging to a
Table 1. Production matrix $P^{A_2}(\sigma | \rho)$ for agent number two at the first (top) and last (bottom) time step of the experiment. Whereas initially the matrix is highly dispersed, the result of the adaptations of each agent to its production behavior in response to the observed co-occurrences between meanings and words leads to a shared communication system, characterized by a focused and stable mapping between words and referent at the end of the experiment.

| $P^{A_2}(\sigma | \rho)$ | $\sigma_1$ | $\sigma_2$ | $\sigma_3$ | $\sigma_4$ |
|--------------------------|------------|------------|------------|------------|
| $\rho_1$                 | 0.25       | 0.25       | 0.25       | 0.25       |
| $\rho_2$                 | 0.25       | 0.25       | 0.25       | 0.25       |
| $\rho_3$                 | 0.25       | 0.25       | 0.25       | 0.25       |
| $\rho_4$                 | 0.25       | 0.25       | 0.25       | 0.25       |

| $P^{A_2}(\sigma | \rho)$ | $\sigma_1$ | $\sigma_2$ | $\sigma_3$ | $\sigma_4$ |
|--------------------------|------------|------------|------------|------------|
| $\rho_1$                 | 0.0013     | 0.9961     | 0.0014     | 0.0013     |
| $\rho_2$                 | 0.0013     | 0.0013     | 0.0013     | 0.9962     |
| $\rho_3$                 | 0.0014     | 0.0013     | 0.9960     | 0.0013     |
| $\rho_4$                 | 0.9962     | 0.0013     | 0.0013     | 0.0013     |

Value of just below one. Given furthermore that the minimal number of words is used in this experiment, this indicates the communicative behavior is very close to that in a perfect system of communication. Since the temperature parameter is positive, some stochasticity necessarily remains in word production, and poses a theoretical limit on fidelity that depends on the temperature. This poses no practical problem, since fidelity is near its maximum for the current choice of $t = 0.15$. When an annealing schedule is used to decrease the temperature parameter over time, fidelity can increase further to values arbitrarily close to one, as has been confirmed in additional experiments. However, in order to allow for the learning of new meaning–word associations, or changes to the current language used by agents, it is preferable to avoid such an annealing mechanism, thus permitting further adaptation of the behavior of agents after an initial system of communication has formed.

In related work, a variant of the algorithm described is applied in a setting consisting of a group of reinforcement learning agents that form concepts about predators in their environment [29]. There it was demonstrated that using communication, agents are able to reduce the uncertainty about their environment resulting from incomplete perception.
5. The role of stochasticity in communication development

In this section, we study the effect of stochasticity on communication development. It is expected that stochasticity plays an important role by overcoming deadlocks. To study how stochasticity affects the development of communication, its influence will be considered by varying the temperature parameter of the Boltzmann distribution used in word production (see section 4.1).

For each of a number of different temperatures, a hundred experimental runs are carried out. Using these experiments, the average fidelity at the end of a run can be determined as a function of temperature. The results are shown in Figure 4.

A low temperature corresponds to little exploration, and in the limit of zero becomes equal to a deterministic system. As the leftmost data point of the graph shows, this deterministic system does not always converge for different initial conditions, which is in line with the above explanation. Increasing the temperature to around 0.15 results in the stable development of communication that has been observed in the previous sections. By still further increasing the amount of exploration, the fidelity drops again, as a result of the increase of the random factor in word production. In the limit, increasing temperature results in word production behavior in which each word is equally likely to be produced, precluding any possibility of information transfer.

Analysis of the consistency and specificity measures provides an informative addition to these observations. For low temperatures, specificity is low, while consistency is high. This means that some words are used in combination with multiple meanings. For high
temperatures, specificity is also low, but consistency is low as well. This is precisely what would be expected for high temperatures; since word production involves more exploration, meanings will be expressed by different words at different times. For intermediate temperatures ($0.15 \leq T \leq 0.25$), the fidelity of communication is high. Thus, by using a moderate amount of exploration, accurate systems of communication can be reliably developed.

The experiment provides an explanation of why a deterministic system can be less effective in developing communication, namely because it lacks exploration. When some word is the preferred (most strongly associated) word for multiple referents, greedy selection results in a deadlock. The specificity components of this word’s associations with each meaning are increased in some interactions, but, due to its association with the other meanings, decreased in others. In such cases, exploration allows new words to be used sporadically, and since these are not restrained by their associations with other meanings, their association values can increase and surpass those of the ambiguous word.

Although the state space of the complete system is far too large to be sampled completely, the experimental findings on the test problem indicate that the stochasticity parameter controls the development of communication and that there exists a regime for which this development consistently occurs.

6. Conclusions

A distributed learning algorithm for communication development has been described. The algorithm adapts the associations of individual agents such that a global system of communication results. The only
form of feedback used by the algorithm are the observed co-occurrence frequencies between meanings and words.

Furthermore, the agents make small and directed changes to their communicative behavior. Thus, their behavior is relatively stable even during learning. This is a useful property when agents are to perform useful tasks while learning to communicate.

Since the agents have equivalent roles, all agents may equally influence the developing communication system. Thus, the resulting system adapts to the requirements of the learning agents, rather than being fixed in advance.

It has been shown that there exists a parameter regime for which communication systems with high fidelity consistently develop. This is realized at moderate amounts of exploration, allowing the system to try alternatives for conflicting associations and thus settle into a shared mapping between referents and words.

The method was demonstrated in an experiment that focuses on the development of a shared mapping between referents and words. A variant of the communication development algorithm has furthermore been applied in a setup involving concept formation [29]; there, it was found that communication can be used to reduce uncertainty about the state of the environment.

The implications of the work are as follows. First, a principle for communication development has been identified that makes directed and incremental adaptations and that uses a readily available form of feedback, consisting of the observed co-occurrence frequencies of meanings and words. Furthermore, principled measures of communication system quality have been provided. These measures have been shown to be correct and complete. Finally, this work exemplifies an approach to the construction of distributed learning algorithms which consists of defining global utility measures and translating these into local adaptation rules for individual agents.

### Appendix

The algorithm that has been described is available in Matlab® format from the homepage of the first author.³
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