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Abstract

he research described in this thesis tries to explain the origins and the struc-
I ture of human sound systems (and more specifically human vowel systems)
as the result of self-organisation in a population under functional con-
straints. These constraints are: acoustic distinctiveness, articulatory ease and ease
of learning. The process is modelled with computer simulations, following the meth-
odology of artificial life and artificial intelligence. The research is part of a larger re-
search effort into understanding the origins and the nature of language and intelli-
gence.

The emergence of sound systems is studied in a setting called the imitation
game. In an imitation game, agents from a population interact in order to imitate
each other as well as possible. Imitation is a binary process: it is either successful or
a failure. Agents are able to produce and perceive speech sounds in a human-like
way, and to adapt and extend their repertoires of speech sounds in reaction to the
outcome of the imitation games. The agents’ vowel repertoires are initially empty and
are bootstrapped by random insertion of a speech sound when an agent with an
empty repertoire wants to produce a sound. When the agents’ repertoires are not
empty anymore, random insertion does not happen anymore, except with very low
probability. This low-probability random insertion is done in order to keep a pres-
sure on the agents to extend their number of vowels.

As the agents’ repertoires are initially empty and their production and percep-
tion are not biased towards any language in particular, the systems of speech
sounds that emerge are language-independent and can be considered predictions of
the kinds of systems of speech sounds that can be found in human languages.

The main focus of the thesis is on the emergence of vowel systems. It is shown
that coherent, successful and realistic vowel systems emerge for a wide range of pa-
rameter settings in the simulation. When the vowel systems are compared with the
types of vowel systems that are found in human languages, remarkable similarities
are found. Not only are the most frequently found human vowel systems predicted,
(this could already be done with direct optimisation of acoustic distinctiveness) but
also less frequently occurring vowel systems are predicted in approximately the right
proportions.

Variations on the basic imitation game show that it is remarkably robust. Not
only do coherent, successful and realistic vowel systems emerge for a large number
of parameter settings, but they also emerge when either the imitation game or the
agents are changed qualitatively. Coherent and realistic systems still emerge when
the perception and production of the agents are changed. Even if the rules of the
imitation game are slightly changed, coherent and realistic systems still emerge. Of
course, there are circumstances under which no systems emerge, indicating that the
process is non-trivial.

It is also shown that the vowel systems can emerge and be preserved in chang-
ing populations. When old agents are removed from the population, and new, empty
agents are added, coherent and realistic vowel systems can still emerge, provided
that the replacement rate is not too high. It is also shown in the thesis that vowel
systems can be preserved in a population, even though all original agents in it have
been replaced. Furthermore, it is shown that under certain circumstances it can be
advantegeous to have an age-structure in the population, so that older agents learn
less quickly than young ones.
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Finally, some experiments with more complex utterances are presented in the
thesis. An experiment with artificial CV-syllables is presented and it is shown that,
although phonemically coded (as opposed to holistically coded) systems can emerge,
this simulation is much harder and much more sensitive to parameter changes than
the vowel simulation. This probably has to do with the fact that in the case of CV-
syllables multiple independent and partly contradictory constraints have to be satis-
fied simultaneously, whereas in the vowel simulations, only one constraint (acoustic
distinctiveness) is really important. Also, the first attempts at building a system that
can produce complex and dynamic utterances without any constraints on their
structure are presented, and it is argued that the main obstacle to getting such a
system to work is the mapping from acoustic signals back to articulatory com-
mands.

The conclusion of the thesis is that universal tendencies of human vowel sys-
tems, and probably of human sound systems in general can be explained as the re-
sult of self-organisation in a population of agents that try to communicate as well as
possible under articulatory and acoustic constraints. The articulatory and acoustic
constraints cause the emerging sound systems to tend towards articulatory and
acoustic optimality. However, the fact that the agents communicate in a population
forces them to conform to the sound system in the population and causes sub-
optimal systems to emerge as well.



Samenvatting

et werk in dit proefschrift probeert het ontstaan en de universele eigen-

schappen van menselijke spraakklanken, met name van Kklinkers, te ver-

klaren als het gevolg van zelforganisatie in een groep taalgebruikers. Elke
taalgebruiker is beperkt in zijn vermogen om spraakklanken te produceren, van el-
kaar te onderscheiden en te leren. Het hele proces wordt met behulp van computer-
simulaties gemodelleerd, en het werk vormt daarom onderdeel van de onderzoeksge-
bieden kunstmatige intelligentie en artificial life. Het onderzoek is een onderdeel van
een groter onderzoeksprojekt dat is gericht op het begrijpen van het ontstaan en de
aard van taal en intelligentie.

Het ontstaan van systemen van spraakklanken wordt onderzocht in het ver-
eenvoudigde kader van het imitatiespel (imitation game). In een imitatiespel proberen
twee leden van de populatie (verder agents genoemd) elkaar zo goed mogelijk te imi-
teren. Imitatie is in dit geval een binair proces. Het is ofwel een succes ofwel een
mislukking. Agents kunnen spraakgeluiden produceren en verwerken op een zo
menselijk mogelijke manier. Zij passen hun repertoire van spraakklanken aan of
breiden het uit aan de hand van de uitkomst van de imitatiespelen waaraan zij mee-
doen. In het begin zijn hun repertoires leeg. Het imitatiespel wordt op gang gebracht
door het lege repertoire van een agent die een imitatiespel wil spelen, van een wille-
keurig gekozen klank te voorzien. Als de repertoires van de agents niet meer leeg
zijn, worden er nauwelijks willekeurige klanken meer toegevoegd. Klanken worden
alleen zeer af en toe toegevoegd om druk op de agents uit te oefenen om hun reper-
toire van klanken uit te blijven breiden.

De repertoires van de agents zijn in het begin leeg, en de manier waarop zij
spraakklanken produceren en van elkaar onderscheiden is niet gebaseerd op een
specifieke taal, maar slechts op algemene menselijke eigenschappen. Daarom zijn de
systemen van spraakklanken die ontstaan taalonafhankelijk en kunnen ze be-
schouwd worden als voorspellingen van de systemen van spraakklanken die in men-
selijke talen aangetroffen kunnen worden.

Het grootste deel van het proefschrift houdt zich bezig met het ontstaan van
klinkersystemen. Het wordt aangetoond dat coherente, succesvolle en realistische
klinkersystemen ontstaan voor een groot aantal waarden van de parameters van de
simulatie. Wanneer men de ontstane klinkersystemen vergelijkt met de klinkersy-
stemen die men aantreft in menselijke talen, vindt men dat niet alleen de vaakst
voorkomende systemen goed voorspeld worden (dit kon al gedaan worden door
rechtstreeks te optimaliseren voor akoestische onderscheidbaarheid) maar dat ook
de minder vaak voorkomende systemen voorspeld worden in ongeveer de juiste ver-
houdingen.

Variaties op het imitatiespel laten zien dat het buitengewoon robuust is. Cohe-
rente, succesvolle en realistische systemen ontstaan voor een groot aantal waarden
van de parameters van het systeem. Ook fundamentele veranderingen van de agents
en van de regels van het imitatiespel zijn mogelijk zonder de uitkomst fundamenteel
te veranderen. Als men de productie en de perceptie van de agents verandert, ont-
staan er nog steeds coherente en realistische klanksystemen. Ook kleine veran-
deringen aan de regels van het imitatiespel veranderen niet veel aan de uitkomst.
Natuurlijk kunnen de omstandigheden wel zo veranderd worden dat het imitatiespel
niet meer werkt en er geen klinkersystemen meer ontstaan. Dit toont aan dat het
imitatiespel niet triviaal is.



In het proefschrift wordt ook aangetoond dat klinkersystemen kunnen ont-
staan en bewaard kunnen blijven in veranderende populaties. Indien men oude
agents uit de populatie verwijdert en jonge (lege) agents toevoegt, kunnen er nog
steeds coherente en realistische systemen ontstaan, als men er maar voor zorgt dat
de snelheid waarmee de populatie verandert niet te hoog is. Op die manier kan een
repertoire van klanken bewaard blijven in een populatie ook al zijn alle originele
agents uit die populatie vervangen door nieuwe. Tenslotte wordt er gedemonstreerd
dat er omstandigheden zijn waarin het voordelig is als er een leeftijdsstructuur is in
de populatie, zodat oude agents minder snel kunnen leren dan jonge agents.

Tenslotte wordt er een aantal experimenten met meer complexe klanken ge-
presenteerd in het proefschrift. Een experiment met kunstmatige lettergrepen die
bestaan uit een medeklinker gevolgd door een klinker wordt behandeld. Het wordt
aangetoond dat lettergrepen kunnen ontstaan die fonemisch (in tegenstelling tot ho-
listisch) gecodeerd zijn. Het probleem hierbij is dat dit veel moeilijker is en veel ge-
voeliger voor veranderingen in de parameters dan het experiment met de klinkers.
Dit heeft waarschijnlijk te maken met het feit dat voor het doen ontstaan van letter-
grepen er tegelijkertijd aan meer en tegenstrijdige eigenschappen voldaan moet wor-
den. Voor de klinkersimulaties hoefde maar op één eigenschap: het akoestische ver-
schil tussen de klinkers, gelet te worden. Ook worden de eerste pogingen tot het
bouwen van een systeem dat kan werken met meer complexe en dynamisch veran-
derende klanken zonder kunstmatige beperkingen gepresenteerd. Het belangrijkste
obstakel om zo'n systeem te laten werken lijkt het omzetten van een akoestisch sig-
naal in articulatorische akties te zijn.

De conclusie van het proefschrift is dat de universele eigenschappen van men-
selijke klinkersystemen (en waarschijnlijk van systemen van menselijke spraakklan-
ken in het algemeen) verklaard kunnen worden als het resultaat van zelforganisatie
in een populatie van agents die zo goed mogelijk trachten te communiceren, maar
die articulatorische en akoestische beperkingen hebben. De akoestische en articula-
torische beperkingen zorgen ervoor dat er systemen ontstaan die optimaal zijn met
betrekking tot akoestische onderscheidbaarheid en articulatorisch gemak. Aan de
andere kant zorgt het feit dat de agents moeten communiceren met ander leden van
de populatie ervoor dat ze zich zoveel mogelijk moeten conformeren aan de populatie
en daardoor kunnen suboptimale systemen ook behouden blijven.
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1. Intfroduction

from other animals is their intelligence and their ability to talk. Intelligence

however, is often defined in terms of language. The famous Turing test, de-
signed by Alan Turing (Turing 1963) intended for deciding whether a computer pro-
gram is intelligent, is based on the computer’s ability to use language. Ethnic iden-
tity is also often defined by language. In Tok Pisin, the lingua franca of Papua New
Guinea, the word for referring to one’s ethnic group is wantok, “one talk”, meaning
the people that speak the same language. The Slavic peoples refer to the Germanic
peoples as nemec (e.g. Russian nemeyxui) “those who cannot speak”. The ancient
Greeks called the Persians PapPapol, barbarians, because all they heard when they
heard the Persian language were unintelligible sounds: “Barbarbar...” Language is

l anguage defines man. It is generally agreed that what distinguishes humans

essential for man.

If one wants to understand the origins of human intelligence, it is therefore of
the greatest importance to understand the origins of language. Man has always
speculated on the origin of language. This used to be the domain of religion. Lan-
guage was usually seen as a gift (or a damnation) of the gods. Since the renaissance,
scientists have also started speculating about the origins of language (see e.g. Rous-
seau 1986, Jespersen 1968). Most of the early speculation was rather impression-
istic. More recently, with advances in archaeology, neurology and linguistics, specu-
lation on the origins of language has become more grounded in facts (see e.g. the
contributions in Hurford et al. 1998).

This thesis attempts to shed light on the origins of one aspect of language—the
sounds it uses. This is done within the framework of language as a self-organising
system (e.g. Steels 1995, 1997b, 1998b, Kirby & Hurford 1997, Hurford, to appear,
Kirby 1998, to appear) and is put to the test and elaborated with computer models.

1.1 The Aims

This thesis aims to show that the structure of human vowel systems and most likely
the structure of human sound systems in general, can be explained as the result of
self-organisation under acoustic, articulatory and cognitive constraints. Often, in-
nate distinctive features and markedness constraints have been proposed (e.g. Ja-
kobson & Halle 1956, Chomsky & Halle 1968) as explanations for the occurrence of
phonological universal tendencies. However, emergence of these universals as the
result of interactions in the population would show that innate features and mark-
edness constraints are not necessary. Rather, some systems of speech sounds are
more likely outcomes of the interactions in a population of language users than oth-
ers are.

In order to show that this happens, it is necessary to build a computer simula-
tion with sufficient realism, so that human perception, production and learning of
vowels can be modelled with accuracy. It must then be shown that:

a) Coherent vowel systems emerge from scratch in a population of agents.

b) The systems that emerge are realistic.

In order to fulfil the first aim, it is necessary to construct a simulation that is free
from bias. First of all, this means that it should not be based on a specific language.
The aim is not to say something about any language in particular, but rather about
language in general. The agents should therefore neither be constrained to working
with systems with a fixed number of vowels, as was done in previous work, (Liljen-
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crants & Lindblom 1972, Schwartz et al. 1997b, Glotin 1995, Berrah 1998) nor
should they be restricted to working with predefined sets of possible vowels. Sec-
ondly, measures that can objectively measure the coherence and quality of the vowel
systems will have to be defined.

The realism of the emerging systems will be tested by comparing them to the
vowel systems that are found in human languages. There are two possible ways of
doing so. One way is to compare the emerged vowel systems in individual popula-
tions with vowel systems of groups of people that speak a particular language. In
this way the realism of the distribution of vowels in a given population can be
checked. This is in fact a purely phonetic comparison. The second way of comparing
is to compare the different types of emerged vowel systems with the different types of
vowel inventories found in human languages. This is a phonological and typological
comparison. It can establish the realism of the emerged vowel configurations. The
comparison of the artificial vowel systems with human vowel systems will necessar-
ily be qualitative. Fortunately, there are lots of data on the possible vowel phoneme
inventories in the world’s languages. Unfortunately there is less data on the actual
acoustic realisations of vowels for a given language.

Apart from the main aims of the thesis, there are three minor aims as well.
These are concerned with showing that self-organisation occurs, independent of the
implementation details, with testing Steels’ theories (1997b, 1998b) on the origins of
language and with extending the work to more complex utterances. They are:

c) Showing that realistic and coherent systems also emerge when the simula-

tion is slightly changed.

d) Showing that vowel systems can be transferred successfully from one gen-

eration to the next.

e) Investigating the possibilities of applying the theory to more complex utter-

ances, involving consonants and sequences of sounds.

The first of these aims can be pursued by implementing variations on the production
and perception of the agents and on the rules of the imitation games. These varia-
tions can be either quantitative—changes in parameter values—or qualitative—
changes in the algorithms that are used. When vowel systems emerge that are simi-
lar, independent of the parameter settings or the algorithms, this indicates that the
emergence of realistic vowel systems is a necessary outcome of the interactions in a
population of agents with successful imitation as a goal.

Aim d) is important, because Steels’ theory on the origins of language depends
on the fact that the mechanism that is responsible for the transfer of language from
one generation to the next is also responsible for the emergence of language and vice
versa. Also, for cultural evolution to take place there must be a transfer of learned
items from one generation to the next. It is therefore necessary to construct a simu-
lation in which the population changes, where old agents (with their phonological
knowledge) can be removed from the population and new (empty) agents can be
added. It must be measured whether it is possible to preserve a vowel system, even
if the whole original population is eventually replaced. It must be investigated under
what circumstances transfer of the vowel systems is possible and under which cir-
cumstances transfer breaks down. It is also interesting to investigate whether a new
vowel system can emerge from scratch in a changing population.

The final aim is to investigate whether and how the simulation should be ex-
tended to more complex utterances. After all, vowels are only a part of the sound
systems that humans use. All human languages also use consonants and combine
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vowels and consonants into complex utterances in non-random ways. This is proba-
bly also subject to acoustic, articulatory and cognitive constraints. Actual implemen-
tation of a simulation that works with complex utterances falls outside the scope of
the research in this thesis, but investigations have been made into how the simula-
tion could and should be extended to more complex utterances.

1.2 The Contributions

This thesis takes its fundaments from two different sources: artificial intelligence and
phonetics. For this reason the contributions it tries to make will also be in these two
fields. The contribution in the field of artificial intelligence will be to examine the
theory of Steels about the origins of language and ultimately the origins of intelli-
gence. Complex phenomena, in this case the vowel system of a language, can emerge
without the need for complex learning mechanisms or complex interactions. The
learning mechanism that is used is simple prototype learning. The interactions are
simple imitation games. Still, a coherent and realistic system of speech sounds
emerges. This is due to the fact that the interactions are iterated a large number of
times. Apparently complexity can be derived from iterating simple interactions. This
is nothing new. However, the application of these ideas to speech sounds is new.

A second contribution to artificial intelligence is to provide a simple way in
which vowel (and probably other sounds as well) systems can be learnt. The problem
of learning the sound system of a language is always that it is not clear beforehand
which sounds can distinguish meaning and which sounds are just random (or sys-
tematic and predictable) variations. The combination of direct imitation and non-
verbal feedback about the success of the imitation turns out to be able to learn the
distinctive sounds in a sound system without being fooled by the other variations of
the sounds. It is shown in the thesis (although only in a preliminary experiment)
that the model can be used to learn a human vowel system by connecting it to a
loudspeaker and a microphone. These ideas could probably be applied to computer
models that learn natural language, for example in adaptation to speaker character-
istics or dialects. However, applications are not the topic of this thesis.

The contribution of this research to phonetics is to establish why systems of
speech sounds become the way they are. It is already well established why vowel
systems in the world’s languages are the way the are. This is because they tend to
be optimised for acoustic distinctiveness, articulatory ease and articulatory consis-
tency. However, it is not clear who is doing the optimisation. The individual speakers
do not optimise their vowel systems. This thesis tries to show that the iterated inter-
actions under constraints of perception and production will inevitably lead to near-
optimisation of the sound systems that emerge. Neither innate cognitive structures
nor explicit optimisation are necessary. Once a vowel system is established in a
population, it is preserved even though it might not be totally optimal. This accounts
for the fact that both in the simulation and in human languages different types of
vowel systems are found for a given number of vowels. This is not the case in simu-
lations that directly optimise the vowel systems for acoustic distinctiveness. These
will generally find only one or two different types. Another contribution to the field of
phonetics of the simulation presented here is therefore that it makes more realistic
predictions of the vowel systems of human languages than previous computer simu-
lations.
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1.3 The Background

The research presented in this thesis is rooted in artificial intelligence and phonetics.
Within artificial intelligence, the most relevant subfield is the one that tries to model
the origins of intelligence. Within phonetics it is the subfield that is interested in ex-
plaining the structure of sounds that are found in human languages. The methodol-
ogy of the research—using agent-based simulations for modelling aspects of human
intelligence—is that of artificial intelligence. The data on which the simulations were
based and the data that were used for verifying the results were taken from the field
of phonetics. The research questions were taken from both fields.

The thesis’s most important pillar in the field of artificial intelligence is the
work by Steels (1995, 1996, 1997a, 1997b, 1997c, 1998a, 1998b) on the origins of
language, described in more detail in chapter 2. His work views language as a com-
plex dynamic, open and distributed system. The term complex dynamic indicates
that the dynamics of language—the way it changes, the way its speakers interact
and the way it works—are complex and cannot be predicted by simple rules. Lan-
guage is an open system with respect to both its community of speakers and with
respect to what it can express. The population of speakers as well as what a lan-
guage can express (its words, its constructions) can change without disrupting it.
Finally language is a distributed system in Steels’ view, because none of the speak-
ers has perfect knowledge of the language nor does any of the speakers have central
control over the language. Language is to a large extent independent of its commu-
nity of speakers. According to Steels, coherence is maintained through self-
organisation, while changes of the language are caused by cultural evolution. Steels
also claims that in a population of speakers that are sufficiently intelligent to learn a
system as complex as language, a language will indeed spontaneously emerge. This
emergence is driven by the same processes of cultural evolution and self-
organisation that drive language change.

The most important phonetic work on which the thesis is based is that on the
functional explanation of the regularities that are found in the vowel systems of the
world’s languages. Phoneticians have also used computer models (see e.g. Liljen-
crants & Lindblom 1972, Schwartz et al. 1997b) for this purpose. However, all these
models were based on direct optimisation of functional criteria. This is unfortunate,
because humans do not optimise their sound systems. Nevertheless, the models
based on optimisation predict the most frequently occurring human vowel systems
very well. The hypothesis that is investigated in this thesis is that the optimisation is
the result of self-organisation in the interactions between the language users.

1.4 The Model

The computer simulations presented in this thesis are based on a population of
agents that can produce, perceive and learn vowels in a human-like way. Each agent
maintains a repertoire of vowels. These are represented as acoustic and articulatory
prototypes. Whenever an agent perceives a sound, it looks up the vowel in its vowel
repertoire whose acoustic prototype is closest to the perceived signal, and considers
this vowel as recognised. The use of prototypes is based on the observation that
humans tend to perceive speech sounds in terms of prototypes as well (see e.g. Coo-
per et al. 1976, Liberman et al. 1976).

The agents’ “goal in life” is to imitate each other as well as possible. At the
same time they are under pressure to increase the number of vowels in their reper-
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toire. Initially their repertoires are empty. They bootstrap the imitation by initially
creating random sounds, or by storing imitations of the sounds they hear. The fact
that they start out empty and that they are able to produce any (basic) vowel that a
human could make implies that their behaviour is independent of a specific lan-
guage.

They engage in interactions that have been called imitation games in analogy
with Steels’ use of the Wittgenstein’s (1967) term language game (Steels 1995). In an
imitation game, one agent picks a random sound from its repertoire and the other
agent tries to imitate it. Then feedback is given about the success of the imitation.
On the basis of this feedback, the agents update their vowel repertoires. The agents
cannot look at each other’s vowel systems directly. Just as humans, the agents are
not capable of telepathy. The only way in which they can interact is through making
(and imitating sounds) and through giving the simple (one-bit) feedback about
whether an imitation was successful, or not. From the sounds they perceive and the
feedback they receive, the agents can improve their vowel systems, so that they can
imitate the other agents in the population better.

The interactions between the agents are iterated. Pairs of agents are picked
from the population at random. Each agent has an equal probability of either initiat-
ing or imitating in an imitation game. Because the imitation games are iterated, be-
cause the assignment of roles is random and because the agents all start out empty,
all agents in the population are equal. There is no division in “teachers” that already
have knowledge on the one hand, and “students” that have no or limited knowledge
on the other hand.

The proposed model is sufficiently flexible that different variations are possi-
ble. Some of these variations will be investigated in this thesis. An example of such a
variation is making the population “open”. Just as in human populations, where
people get born and die, agents can then enter and leave the population. It will also
be shown that small variations in the rules of the imitation game or in the produc-
tion and perception of speech sounds will not qualitatively change the outcome of
the simulations.

1.5 The Results

The results of the research presented in this thesis consist of showing that coherent
and realistic vowel systems emerge for many different parameter systems and for
some variations on the perception and production of the agents and their way of
learning speech sounds. It was also shown that the emerging vowel systems are sig-
nificantly better than randomly generated ones and that they were close to optimal.
Furthermore a comparison of the emerged vowel systems with vowel systems found
in human languages showed that the emerged vowel systems exhibit the same uni-
versal tendencies as human vowel systems. It has also been shown that realistic
vowel systems can emerge in changing populations and that existing vowel systems
can successfully be maintained in these changing populations, even though after a
certain time all original agents in the population have been replaced. Finally it has
been shown that implementing production and perception of agents that work with
more realistic signals is computationally and conceptually feasible. The main prob-
lem for extending the system to more complex utterances is the mechanism for
learning and imitating them, and especially the mapping from acoustic signals to
articulatory movements.
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The results are presented in two forms: graphical representations of represen-
tative vowel systems that emerged from the simulations and numerical representa-
tions based on the calculations of certain measures over a large number of runs of
the simulations using the same parameter settings. The averages and the standard
deviations of these measures are presented and if necessary, the complete distribu-
tions are given. The measures that are used most often are the average over the
population of the number of vowels in the vowel systems of an agent, of the energy of
the vowel systems and of the success of imitation.

1.6 How to Read the Thesis

The best way to read the thesis is “to begin at the beginning, and go on till you come
to the end: then stop”!. However, not all readers will have the time or the energy to
study everything. Therefore, a small overview will be given of what information can
be found in which chapters. Chapter 2 contains a more detailed description of the
two theoretical pillars of this work: the theory of Steels and others on the origins of
language and the phonetic theories about the universal tendencies of vowel systems
and their explanations. It also contains some reflections on the use of computer
simulations in gaining more insight into complex phenomena. At the end of the
chapter the research questions of the thesis are restated.

Chapter 3 is of great importance to the thesis. The history of the research and
the history of the simulation are described here. But most importantly, the architec-
ture and behaviour of the agents as well as the basic imitation game are described.
In order to appreciate the results in the rest of the thesis, this chapter is essential.

Chapter 4 contains most of the results of the simulations with the basic imita-
tion game. In this chapter it is shown what happens in the populations when the
imitation game is played and how the simulations reacts to different parameter set-
tings. The most realistic settings of the basic parameters are determined. Quantita-
tive measures for measuring the quality and realism of the vowel systems are de-
fined. The values of these measures are determined for both random systems and
systems that are optimised in the same way that systems in earlier work were opti-
mised, so that the values that emerge in the simulations can be put in perspective.
Also an articulatory view of the system is presented (most of the representations of
the vowel systems in this thesis, are acoustic). It is shown that although the agents
did not use distinctive features, markedness or rules, their vowel systems can never-
theless be described in terms of features, rules and markedness.

Chapter 5 presents a number of qualitative changes to the simulation. First
“open” populations and the transfer of vowel systems from generation to generation
are investigated. This transfer, and its dependence on a number of parameters, such
as the speed with which a population is replaced, is investigated into some detail.
The second part of the chapter studies a variation on the imitation game that does
not use non-verbal feedback. The non-verbal feedback is considered to be the least
realistic aspect of the simulations. It is therefore investigated what happens when it
is not used. It turns out that a little bit of non-verbal feedback will probably always
be necessary. The last part of the chapter is concerned with changing the perception
and production of the agents so they can work with more realistic signals. An at-
tempt is made to learn a human vowel system. The implications of doing this are
discussed.

1 Lewis Caroll, Alice’s Adventures in Wonderland.
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Chapter 6 is the most interesting chapter for phoneticians. This chapter con-
tains a detailed comparison of the artificial systems that emerge with human vowel
systems. It turns out that the similarities are striking, both for the most frequent
systems and for the less frequently found systems. Only for small vowel systems (3
and 4 vowels) the similarities are less. This is probably due to an unrealistic aspect
of the perception function that was used.

Chapter 7 describes and discusses ongoing and future work. It describes the
work that has been done with complex utterances so far. The scientific necessity of
extending the simulation to complex utterances is put forward. Design decisions
that have to be made when implementing imitation games that are to work with
complex signals are presented and possible solutions are discussed. In this chapter
and in appendix F technical details for building a complex model are presented.
Chapter 7 and appendix F are essential for everybody who wants to continue the
work in this thesis.

Finally, in chapter 8 the conclusions of the thesis are presented. Of course,
these are interesting to everybody who is reading this thesis.

The thesis also contains eight appendices. Appendix A contains a list of sym-
bols that are used in different places in the thesis. Appendix B contains a more com-
prehensive calculation of the quality measures for random and optimal systems. Ap-
pendix C contains a mathematical analysis in of the imitation success of randomly
generated vowel systems. Appendix D contains a description of the signal processing
that was used for implementing real vowel imitation games. Appendix E contains
some data on measurements of consonants in different contexts. These have been
done for implementing imitation games with consonant-vowel syllables. As has been
mentioned above, appendix F contains a detailed description of models for produc-
tion and perception of realistic speech signals, as well as the presentation of an ex-
periment that has been done with this simulation. Appendix G contains short de-
scriptions of languages that are referred to in the text and their inventory of vowels.
Finally appendix H contains the tables of the International Phonetic Alphabet for
those of the readers that are not quite familiar with it.

As it is impossible to reproduce sounds in print the next best way to present
vowel systems is in figures. For this reason, this thesis contains a great many fig-
ures and graphs. The thesis therefore looks slightly like a comic book in places. The
reader is kindly requested to forgive the author and enjoy the thesis as if it were a
comic book.






2. The Theoretical Background

bodies of work. The most important one is the work by Steels and co-workers
(Steels 1995, 1996, 1997a, 1997b, 1997c, 1998a, 1998b, Steels & Kaplan
1998, Steels & Vogt 1997, for related work see e.g. Hurford et al. 1998, part III) on
the origins of language. In this work computer simulations and robotic experiments
are used to model the origins and the dynamics of language. The idea to use com-

T he theoretical background of the work presented here consists of two main

puter simulations to model the origins and dynamics of human sound systems was
derived from this work. The general architecture of the computer simulations was
also based on this work.

The second body of work is the work on the universal tendencies of sound sys-
tems of the world’s languages. Universal tendencies of human sound systems are
among the best-researched universal properties of language. The linguistic questions
that are addressed here were taken from this research and it was also used for
checking whether the computer simulations actually produced results that are com-
patible with what is known about human languages.

2.1 Universal Tendencies of Human Sound Systems

Most human languages use sound as their primary medium for conveying meaning.
Only sign languages use vision. The stream of speech sounds is usually analysed as
consisting of a sequence of separate speech sounds that are called phonemes. Pho-
nemes are defined as minimal speech sounds that can make a distinction in mean-
ing. In English, for example, /¢/ and /2e/ are phonemes, because the words /bet/
“bet” and /baet/ “bat” have different meanings. In Dutch or French, for example,
these words would be indistinguishable, so these languages are analysed to have
only have one phoneme /g/. In making a description of a language, one first has to
make an inventory of which sound distinctions can make a distinction in meaning,
i.e. which phonemes the language uses. Usually a rather unambiguous analysis of
the set of phonemes of a language is possible.

However, there are some complications. The most important one is that it is
not easy to separate the actual physical speech signal into phonemes. This is be-
cause the human articulators do not produce phonemes separately, but already
start producing new phonemes when they are not yet completely finished producing
the previous ones. This effect is called co-articulation. Co-articulation causes pho-
nemes to be realised differently in different contexts. This is called allophonic varia-
tion. However, not all allophonic variation can be explained as the effect of co-
articulation. For example, the fact that the phoneme /1/ in English is produced
quite differently at the beginning of a word than at the end of a word can not easily
be explained by co-articulation effects. Rather this variation is something that must
be learned by a speaker. This variation can assume rather extreme forms, especially
in languages with small phoneme inventories. For example in the language Rotokas,
with an inventory of only 11 segments, the phoneme /r/ has allophones [c], [n], [1]
and [d] all of which are apparently in free variation (Firchow & Firchow 1969). Lin-
guistics therefore makes a distinction between the abstract elements that can dis-
tinguish meanings of words, called phonemes, and their physical realisation, which
is called phonetic realisation. In parts of this thesis, frequent reference will be made
to the phoneme inventories of languages, without making reference to their actual
phonetic realisations. The reader should therefore be aware that in the use of these
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inventories of phonemes one should always ask the question: “What about allo-
phonic variation?”

2.1.1 Reguilarities of systems of speech sounds.

The phoneme inventories of the world’ s languages show at the same time remark-
able diversity and remarkable regularities. In the UPSIDa4s1, the UCLA Phonological
Segment Inventory Database (Maddieson & Precoda 1990, the first version is de-
scribed in Maddieson, 1984), a database that contains the phoneme inventories of a
representative sample of 451 of the world’s languages, a total of 921 different seg-
ments occurs. Of these, 652 are consonants, 180 are vowels and 89 are diphthongs.
Apparently the human vocal tract is capable of producing an amazing diversity of
sounds. Still, any single language only uses a small subset of these possible sounds.
In the UPSID4s5;, the smallest inventories are those of the East-Papuan! language
Rotokas (Firchow & Firchow 1969) and the South-American language Mura-Piraha
(Everett 1982, Sheldon 1974) both with only 11 phonemes. The language with the
largest inventory is the Khoisan language !Xd (Snyman 1970) with 141 phonemes.
The typical number of phonemes, according to Maddieson (1984), lies between 20
and 37.

The phonemes that a language uses are not chosen randomly from the possi-
ble sounds the human vocal tract can make. In fact some sounds appear much
more frequently than others do. In the case of vowels, [i], [a] and [u] appear in 87%,
87% and 82% of the languages in UPSID4s1, whereas the vowels [y], [ce] and [w] ap-
pear only in 5%, 2% and 9% of the languages. This is also true for consonants. Some
consonants, like [m] (94%), [k] (89%) or [jl (84%) appear almost universally, while
others, such as [r] (1%), [{’] (1%) or [?] (1%) appear very rarely. According to Lind-
blom and Maddieson (1988) the possible sounds of the world’ s languages can be d-
vided into basic articulations, elaborated articulations and complex articulations.
Apparently languages with small inventories only use basic articulations, while for
larger inventories elaborated and complex articulations are used.

Also, phoneme inventories tend to be symmetric. If, for example a language
has a front, unrounded vowel of a certain height, e.g. [g] (which occurs in 41% of the
languages in UPSIDa4s1) it tends to have a corresponding back rounded vowel of the
same height. In this case this would be [5], which occurs in 36% of all languages in

the sample, but in 73% of the languages that have [€]. Symmetries can also be ob-
served in the consonant inventories of languages. If a language has a voiced stop at
a given place of articulation, for example a [d] (appearing in 27% of the languages in
UPSIDa4s1), it usually also has the corresponding voiceless stop with the same place
of articulation. In the example this is [t], which appears in 40% of the languages of
the sample, but in 83% of the languages that have a [d]. In general, languages use
the full range of possible combinations of place of articulation and manner of articu-
lation (voiced, voiceless, plosive, fricative, etc.) rather than a subset of these.

This implies that some systems of speech sounds will occur more frequently
than others. In fact, this is even more strongly the case than would be predicted
from the above mentioned symmetries. In principle a three vowel system consisting
of [i], [a] and [u] would seem only slightly more likely than a system consisting of [e],

[a] and [9] (considering the a priori probabilities of the different segments). However,

1 Details of genetic affiliation and location of languages have been taken from
Grimes (1996).
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in a previous version of the UPSID with 317 languages, the former system occurs ten
times, while the latter system does not occur at all (Vallée 1994, Annexe 2). The
most common vowel system is the one consisting of [i], [e], [a], [o] and [u]. This oc-
curs in 34 of the 317 languages, (Vallée 1994) much more often than any other sys-
tem. Certain systems seem to be favoured, while others seem to be avoided.
2.1.2 Regularities of speech sound sequences.
Further regularities can be found in the way languages combine sounds into sylla-
bles and words. All languages have syllables that consist either of a single vowel (V)
or of a consonant followed by a vowel (CV). Syllables that end in a consonant (VC or
CVC(C) are rarer and so are syllables with clusters of consonants (CCV, VCC etc.)
When a language has clusters of consonants, some of them are more frequent than
others (Vennemann 1988). At the beginning of a syllable for example, a cluster con-
sisting of a plosive followed by a nasal, such as [gg] is much more common than a
nasal followed by a plosive. At the end of a syllable however, the reverse is true. The
preferred sequence of the