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Itis argued that compositionality, hierarchy and recursgemerally acknowledged to be univer-
sal features of human languages, can be explained as beingesthproperties of the complex
dynamics governing the establishment and evolution of a laggin a population of language
users, mainly on an intra-generational time scale, ratherlibing the result of a genetic selec-
tion process leading to a specialized language facultyirtifadses those features upon language
or than being mainly a cross-generational cultural phenomeffbis claim is supported with
results from a computational language game experiment in whinhmber of autonomous
software agents bootstrap a common compositional and reeuasiguage.

1. Introduction

Compositionality, hierarchy and recursion are universatdres of language. By
allowing the combination of words into hierarchical phimedich can then recur-
sively be combined into larger phrases, these featurew &tlonake infinite use

of finite means in language. Therefore, and because theydinte regularities in

a language, they also make a language easier to learn. lip $t@yr may increase
a language’s fitness as well as that of individual languagesusThe question
remains then how they are selected for.

The mechanism explored in this paper focusses on the iredassability as-
pect. Language is compositional, hierarchical and reeaiisecause it serves a
purpose, and if a feature of language is productive and alfowmore effective
communication, then individual language users will preéfaver less effective
means of communication (Croft, 2007).

The effectiveness of an element of language can of courdgerisblated from
its learnability and the fact that the entire language comitgishould agree upon
it. Hence, like in nativism (Hauser, Chomsky, & Fitch, 200f)e capacity for
e.g. recursion is assumed, but it need not be language spehéreby render-
ing the problematic question of how it could have evolveddmguage obsolete.
Moreover, this capacity need not be part of a universal granimposing itself
upon language. Instead, it simply needs to be availableafoguage to recruit



(Steels, 2007). Similarly, we do acknowledge that multigr@ational mechanisms
like iterated learning (Smith, Kirby, & Brighton, 2003) cée shaping forces of
language. However, these only act as second order effettpaf the first order
dynamics governed by usability considerations.

To support these claims, a number of computational langgagee experi-
ments were carried out (Steels, 2002) using the framewoR{uil Construction
Grammar (De Beule & Steels, 2005). Such an experiment dsnsfsrepeat-
edly picking a random speaker and hearer from a populatiagefts (simulated
language users) and letting them communicate about scAftes.each interac-
tion both agents update their language inventories to iugptteeir communicative
skills. Most of the details of the simulations and the resulill be discussed in
the rest of the paper, for more information the reader isrrefeto (De Beule,
2007).

2. Experimental Setup
2.1. Scenesand Topics

The scenes about which the agents need to communicate woldglish be
described by sentences like “Tall blond John kicks bealtifary”: they always
involve two participants each fulfilling either the agenpatient role in an event.
Both participants may also be further specified by featuiles ‘tall’, ‘blond’ and
‘beautiful’ in the example.)

Scenes are presented to the agents in the form of logicalicatipns of pre-
dicates, e.g. the example scene would be presented as:

tall (z) Abl ond(xz) AJohn(z) AKi ck(z,y) Abeauti ful (y) AMary(y)

The number of different event-, participant- and featygetpredicates was set
to (three times) five. However, an arbitrary number of feafuredicates may be
present in a scene descriptiaaccording to a binomial distribution with average
and standard deviation set to one feature predicate pécipartt.

The speaker agent does not necessarily describe the ardire ® the hearer:
possible topics also include both event participants togyewith zero or more of
the features assigned to them in the scene. On average aé&suigption contains
2.75 predicates. For example, the above scene specifiepitdscriptions, in-
cluding ‘John(z)’, ‘tal | (x)AJohn(z)’ etc. Note that the latter description
specifies that the arguments to thal | (.) andJohn(.) predicates are equal.
Such co-reference relations also need to be expressedcdiise done using a
holistic word (i.e. one word covering both predicates atiircluding the equal-
ity of their arguments) or else with several words plus a neindf grammatical
constructions specifying an ordering between them, se&Seegls (2005).

aSome of them may be the same as in ‘tall tall John’.



Every interaction, a random scene and associated topicaerated and pre-
sented to the speaker. The hearer is only presented witltcéme snot the topic.
Evidently, he does get to see the utterance generated bpeh&er for describing
the topic, but only after an efficient communication systeam heen established
will the hearer be able to successfully parse it and hence kvimat the topic was.

2.2. Language Model

An agent’s lexicon consists of a number of bi-directionat@émeaning mappings.
The meaning of a word may be any combination of predicatdsagiénts start-off
with empty lexicons.

Whenever a speaker agent needs to verbalize a topic deseripé introduces
at most one new word covering all predicates at once for whictvord is known
yet. Different speaker agents may propose different woodshfe same mean-
ing. Therefore, every word has an associated synonymy sdaich is updated
according to the well-known lateral-inhibition schemeg@s, 2002).

An utterance is presented to the hearer as a single strangyithout word
boundaries. He decomposes it into words again accordinget@ntries in his
lexicon. He only proceeds when (presumably) at most one iguthknown,
otherwise the interaction fails and the speaker decrehsescores of the words
used.

Hearer agents do not know the topic so they can not infer teadted meaning
of a word from one interaction only. Therefore, every wordéming mapping also
has an associated probability score representing its a&gihrcorrectness. These
are updated according to the cross-situational learniggrithm as described in
(De Beule, De Vylder, & Belpaeme, 2006). In short, this altpn allows to
combine the information about the meaning of words gainedifferent situa-
tions, while at the same time allowing to cope with incoresisfes caused by
changes in word meanings.

Agents prefer those word/meaning mappings with maximurocated syn-
onymy times probability scores. The score of a multiple wandlysis is deter-
mined as the product of the scores of all words involved. ldeifoone holistic
word with high score covers the entire topic descriptiomtivenight be preferred.
If however several more atomic words that only together cdlve entire topic
description have a higher combined score then these willreiped. Hybrid
combinations are also possible.

After lexicon lookup, all predicates in the topic descrptiare covered by a
word (speaker side) or all words in the utterance contriautember of predicates
(hearer side.) The orderings among the words in an utterexqures co-reference
relations. The way in which a particular word ordering cep@nds to argument
equalities in the meaning is determined by the grammar armsrisething the
agents need to agree upon. As was the case for words, spephds anay in-
troduce new rules of grammar as they need them, and hearétsywd adopt



them if possible. And just as agents may use and propose bbisti©iand atomic
words, they may also use and propose different types of geamues.

Below are schematically shown a number of example rules dontining
words covering predicates of the type specified on the rightitside of the rules
(P stands fofPar t i ci pant , F for Feat ur e, E for Event andS for Scene):

P(X) <- F(X) P(X) (1)
P(X) <- F(X) P(X) F(X) (2)
S(X,Y) <-  P(X) E(XY) P(Y) (3)
S(XY) <- E(XY) P(X) F(Y) P(Y) (4)
Type-142(X, Y) <- F(X) E(XY) (5)
Type-36(X) <- F(X) F(X (6)
Type- 726( X) <-  Type-36(X) P(X) (7)
Type-76(X,Y) <- F(X) P(Y) (8)

For example, the first rule specifies that if a word or phraseiiog a meaning
of type feature is directly followed by another word or pleasvering a meaning
of type patrticipant, then their arguments should be madaleand the result is
a phrase of type participant. Hence, each rule introducesitthical structure
allowing the subsequent application of rules until all eference relations (argu-
ment equalities) are expressed and all words are fully ecieFhe combination of
a number of feature type phrases with a phrase of type paatitiagain results in
a participant type phrase if they all have identical arguisémiles 1 and 2 but not
rule 8.) Only a limited number of type combinations resulsimple result types
like this (see rules 1-4.) Most combinations result in theation of new types
(e.g. rules 5-7) which can themselves also be used in othes (ule 7.) Every
agent maintains a private grammar and type system. Bothuteg (1) and (2) are
recursive, but only the first one allows to express an amyitnamber of feature
predicates in combination with a participant predicateteNbat agents not only
need to agree upon what constituents to take together (Mdraeats should be
on the right hand side of the rules), but also upon their orfder example, some
agents may propose the SVO-like rule (2), while others méially prefer the
VSO-like rule (4%. Probability (correctness) and preference (synonymyjesco
are used both for reaching a consensus and for determiniagamhlysis to prefer,
similar to what happens while learning the meaning of wort$ @uring lexicon
lookup.

3. Results

Figure 1 shows the evolution of the communicative succesdifterent popula-
tion sizes measured as a running average. From this graah litecconcluded that

PHowever, note that rule (4) requires that a feature-typaggprecedes the object participant-type
phrase.
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Figure 1. Evolution of the communicative success for diffepapulation sizes. (all graphs averaged
over 10 independent runs with error bars 1 standard dewmiatide.) Time was rescaled such that at
time t an agent has had on averaggt interactions withn,, the population size. The inset shows a
detailed portion of the larger graph.

the agents in any case do succeed in evolving a successfolgoiration system.

Figure 2 shows the evolution of the number of predicates apitdescription
divided by the number of words in the utterance, measuredasrang average.
After about 100 interactions per agent, only words are usatiave exactly one
predicate in their meaning. Put differently: the agent$gur® use compositional
language. In contrast to what is the case for communicatieceess, population
size has no influence. This shows that the decision as to gpasitional can
be made independently from the one about what specific wordsd and hence
already after a fixed number of interactions per agent rdtier after a number
proportional to the population size.

Recall that compositional language requires grammar. Agiits out, after
about 800 interactions per agent, only rules with resuletyarti ci pant or
Scene are used (like example rules (1) to (4) but not the otheMqgreover, and
again after about 800 interactions per agent, the survikihes only contain 2
and 3 constituents respectively (i.e. like example rul¢s(d (3) but not (2) and
(4).) This means that the agents not simply prefer to use ositipnal and hence
grammatical language, but, more specifically, they prefeursivegrammar rules

®Because of space limitations we could not include the reteyephs here, the interested reader
is referred to (De Beule, 2007).
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Figure 2. The number of predicates in the topic descriptieiddd by the number of words in the
utterance. For a completely holistic language this would B& Zthe average number of predicates
in a topic description.) A fully compositional language wabgjiive 1, which is the value to which all
graphs converge.

that introduce thenaximum amount of hierarchy.

4, Discussion and Conclusion

The simulation results confirm that a language can becom@asitional, hierar-
chical and recursive simply because language users wastuaderstood. There
is no need to resort to a language faculty dictating theseirfesiupon language
or to a multi-generational mechanism like iterated leagnin

One thing that might appear to be in contradiction with thiasdings is that
natural languages remain partially holistic. Natural niegs are clearly corre-
lated and hierarchically organized. In contrast, the wortitiel considered in the
experiments is not. Hence, one cannot expect holistic wardsirvive because
such words simply are of not much use.

If however certain combinations of predicates would appeare frequently
in scene descriptions than others, thewaduldbe useful to have specific, holistic
words for them. This was indeed confirmed in another seriespériments in
which the same setup was used as described in this paper ¢ixaepertain cor-
relations between meaning predicates were introduced.rAsudt, the emerging
languages remained partially holistic (see Figure 3.)

In a third series of experiments the effect of a populatiamauer was in-
vestigated. It should be clear that such a turnover is naiired to explain the
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Figure 3.  Evolution of the number of predicates covered ped usrd for different values of a corre-
lation parameter ‘p5'’. If p5 equals zero then the experimesgtlp is identical to the one described in
this paper. Increasing values of ‘p5’ correspond to indrepamounts of correlations between other-
wise uncorrelated predicates across scene descriptionexemple, if p5-0, then certain participant
type predicates wilalwaysbe accompanied by specific feature type predicates (andabpsshers.)

In topic descriptions they can still occur separately. Cave dearly see that larger values of p5 result
in on average more predicates per used word, meaning thaténésggefer to use holistic words for
frequently occurring combinations of predicates.

emergence of compositionality, hierarchy or recursionweleer, since language
evolution is a stochastic process, and since iterateditepamas shown by others
to be a shaping force of language, there are indeed measwafibtts. But these
are only of second order compared to the first order effectsried in this paper,
meaning that they are much smaller and only act on a muchrltinge scale (see
Figure 4).

To conclude then, we have shown that the (near) universafifyroductive
features of language like compositionality, hierarchy aacursion can be ex-
plained as being an emergent property of the complex dyrsmagogerning the
establishment and evolution of a language in a populatiareoérally intelligent
interlocutors trying to increase their communicative IskilThis happens mainly
on an intra-generational time scale. These findings nudiifglanations that see
natural or cross-generational selection as the main sgdpines of language.
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