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Abstract

Languageplaysa penasie role in our day-to-dayexperience
andis likely to have an effect on othernon-linguisticaspects
of life. At thesametime, languagas itself constrainedy the
world. In this paperwe studythis interactionusingPlaypena
connectionistmodel of the acquisitionof word meaning. We
armguethattheinteractionbetweeringuisticandnon-linguistic
catgoriesdependn the patternof correlationsn theworld
andon their relationto the correlationdefinedby words. We
then discussthreekinds of possibleinteractionsand present
simulationsof eachusingPlaypena neural-netwrk modelof
theacquisitionof word meaning.

Intr oduction

Languageplays a penasie role in our day-to-dayexperi-
ence.Thusit is no surprisethatpeoplewonderto whatextent
languagein generalandthe particularlanguageone speaks
affect the restof our cognitive abilities. Doeslanguageaf-
fectthought;thatis, dolinguistic categoriesinfluencegeneral
cognitive categories?More generally how do linguistic and
non-linguisticcategoriesinteract?

The Linguistic Relatvity Hypothesis, associatedmost
closelywith BenjaminLee Whorf (Whorf, 1956), concerns
thefirst question.Theclaim, in its strongestorm, is thatlin-
guisticcategoriesexertadirectinfluenceongeneratognitive
catgyories.SinceWhorf, mary researcherlave attemptedo
find evidencefor this influence(seelLucy (1996) for a re-
view), but thereis asyet no agreementhatthe evidencehas
beenfound.

Peoplehave usuallystudiedthe effect of languageon cog-
nition by lookingfor differencesn adultspealersof different
languagesNegative results(Rosch,1973;Kay & McDaniel,
1978) are met with the argumentsthat the experimentsare
biasedtowardsindo-Europeamanguagesare dealingwith a
partof perceptiomot subjectto linguistic effects,or involve
irrelevantlanguagelistinctionswhich shouldnotbeexpected
to have aneffectin thefirst place.Positive results(Carroll &
Casagrandd,958;Kay & Kempton,1984;Bloom,1981)are
generallyexplainedaway aseffectsof culture,biasedstimuli
or thelinguistic natureof thetaskbeingused.

More recently linguistic relativity hasbeenstudiedin the
context of learning,andthe picturetherelooks morepromis-
ing for linguisticrelativity. It hasbeenshovn thattheorderin
which childrenlearncertainwords,aswell astheir patterns
of overgeneralizationdependon the languagebeinglearned
(Brown, 1994; Bowerman,1996), evidencefor an effect of
languageon the restof cognition. This is further supported
by corverging evidencefrom studiesshaving how learning

labelsin the laboratory canaffect children’s performancen
taskslike word generalizatiorand analogicalproblemsolv-
ing (Jonesk Smith,1993;GentnerRattermannMarkman &
Kotovsky, 1995). Otherdevelopmentastudiesalsoshaw par
allels betweenlinguistic and non-linguistic performancean
variousdomaingJonesSmith,Landau.& Gershloff-Stowe,
1992;Smith& Sera,1992).

We believe thatlearningis the right placeto look for rel-
ativistic effects, but we alsobelieve thatthe empiricalwork
on developmentmustbe supplementedith a computational
account,one which looks at how the demandf linguistic
andnon-linguistictasksmayleadto long-termeffects.In the
paperwe presentthe beginningsof suchan account.In the
next sectionwe discusgherole of correlationsn thelearning
of linguistic and non-linguisticcateyories. Next we present
a computationamodelanddiscussthe resultsof threesim-
ulationsdemonstratingossiblekinds of relatwistic effects.
Finally we considerthe implicationsof the modelfor future
researcton linguistic relativity.

Linguistic and Non-Linguistic Corr elations

We proposethat the way linguistic and non-linguisticcate-
goriesinteractdependon the natureof the correlationsin
the world andthe way theserelateto the correlationsn the
languageDuringtheirfirst year babiessxperiencegheworld
without ary of the biasesthat are built into language. It
is by now clearthatthey learna greatdeal abouthow the
world works during this time (Baillargeon, 1994; Spelle,
Breinlinger Macombey & Jacobson1992). One aspectof
this learningis the discovery of correlationsbetweenfea-
turesalongdifferentdimensiongYounger1990). Thesenon-
linguistic correlationglefinewhatwe will call non-linguistic
categories In its secondyear, the child beginsto learnlan-
guagewhich introducests own cateyories,definedin terms
of the correlationshetweenwvordsandnon-linguisticdimen-
sions. The linguistic catgyoriesmay agreeor disagreewith
the non-linguisticcategories. Figure 1 shavs someof the
waysin which the two sortsof categyoriescanbe relatedto
oneanother

Given these sorts of correlations, linguistic and non-
linguistic cognition could interact at several levels. First,
somewords could be renderedeasierto learn than others.
In fact, some cateyories of words are consistentlylearned
before others,an effect which cannotbe explainedby fre-
queng. Acrosslanguagesounsare learnedbefore verbs
(Nelson,Hampson& Shaw, 1993)andinstrumentverbsare
learnedbefore other verbs (Huttenlocher Smiley, & Char
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Figure 1: Possible correlations between linguistic and non-
linguistic catgyories.Non-linguisticfeaturesrepresentedy circles,
may be associatedvith words, representedby squaresjn sucha
way that the words agreewith non-linguisticcategories (squiggly
pattern) disagreevith non-linguisticcatgories(solid pattern),sub-
divide non-linguisticcategyories(cross-hatchegattern),or combine
non-linguisticcatgoriespatterngdiagonalhatchedoattern).

ney, 1983; Behrend,1990). Theseorderingshave beenex-
plainedin termsof the traditional view that cateyoriesare
formedaroundstrongcorrelationaktructurg(Rosch Mervis,
Gray, Johnson& Boyes-Braem1976; Kersten& Billman,
1997).This strength-of-correlationsccounshouldalsohold
for the correlationsbetweernwords and other perceptuain-
puts. Words that agreewith previously learnedcategories
shouldbeeasietto learnthanwordsthatdisagreeawvith them.

Another place where an effect of languageon cognition
could be found is in the highlighting (or downplaying) of
dimensionghat are relevant (or irrelevant) to the language
being learned. This effect on attentioncould be shavn in
both linguistic and non-linguistictasks. Hunt and Agnoli
(1991)suggesthatlearninga languagehatmakesa distinc-
tion could make spealersof thatlanguagemoresensitve to
thatdistinctionin non-linguistictasks,a direct effect of lan-
guageon perception.

An exampleof a linguistic taskwhereeffectsof language
on attentioncanbe obseredis the developmentbf the shape
bias. Childrenat around18 monthsof agetendto general-
ize wordsto novel objectsof the sameshapeastheexemplar
ratherthanto novel objectsthat sharesize,color or material
with theexemplar Because&oncretenounsn mostlanguages
areorganizedmainly in termsof shapethis attentionabias
helpsthemgeneralizecorrectly The shapebiasappear®nly
after the child haslearnedroughly 50 nouns,mostof them
namingcateyoriesof thingsthatare similar in shape(Jones
etal., 1992). This suggestghatit is the learningof words
that drivesthe learningof the bias. The way in which the
linguistic categoriescorrelatewith perceptuatlimensionsp-
parentlycauseshelearnerto attendto particulardimensions,
atleastin thecontet of linguistic tasks.

A moredramaticeffectof languagevould beonthenature
of the non-linguistic categoriesthemseles. Non-linguistic
catgyoriesare built up out of correlationsbetweenpercep-
tual dimensions.Linguistic cateyoriesmay agreewith these
non-linguisticcorrelationdf wordscorrelatewith correlating

perceptuatlimensions.Alternatively, the non-linguisticcor-
relationsmay be irrelevantfor the linguistic categyories. The
child hasbothlinguistic andnon-linguistictasksto perform.
In performingthe non-linguistictasks,the child canrely on
non-linguisticcorrelations,but if the languageagreeswith
thesecorrelations,shecanrely on linguistic correlationsas
well. On the other hand, if the non-linguisticcorrelations
have nothingto dowith thelanguagenon-linguistictaskscan
only be performedusingthesecorrelationsThis impliesthat
thestrengthof thenon-linguisticcorrelationsnightvarywith
thelanguagesWhile we know of no directevidencefor this
possibility the strongversionof theLinguistic Relatvity Hy-
pothesigredictsthis sortof effect maybefound.

In what follows, we provide illustrationsin the model of
all threesortsof interactionsthe influenceof the matchbe-
tweenlinguistic andnon-linguisticcatgyorieson the relative
easeof words,theinfluenceof linguistic cateyorieson atten-
tion to perceptuatimensionsandthe influenceof linguistic
catgyorieson the way in which non-linguisticcateyoriesare
represented.

The Model

Playpen(Gasse& Colunga,1997)is a connectionismodel
of theacquisitionof word meaning.For the purpose®f this
paperthefollowing featuresf themodelarerelevant:

1. The network is a generalizatiorof a continuousHopfield
network. Units are updatedrandomly until the network
settles.

2. Network unitshaverelative phaseanglesin additionto ac-
tivation, and featurebinding is handledthroughthe syn-
chronizatiorof unit phaseangles.Units affecteachothers
phaseanglesvia the weightson the connectiongoining
them.

3. Units are of two types. Micro-objectunits (MOUS) rep-
resentobjectfeatures. Micro-relation units (MRUS) rep-
resentrelationsbetweenthe featuresof separateobjects.
Relationwordstake the form of MRUs. EachMOU hasa
singlephaseangle;eachMRU hastwo phaseangles,one
for eachof the objectsit relates.

4. Connectionweightsare adjustedvia the contrastve Heb-
bianlearningrule (Movellan,1990).

5. Non-linguisticfeaturesaandrelationwordsinteractthrough
oneor moreintermediatdayersof MRUSs.

Three characteristicof Playpenmake it especiallywell
suitedto the study of the interactionbetweenlanguageand
perception.First, linguistic meaningandnon-linguisticcon-
ceptsarenotrigidly distinguishedThisis importantbecause,
if we areto enterthelinguistic relativism debatewithoutany
biases,we should not assumefrom the start that linguistic
andnon-linguisticconceptsareindependent.The modelal-
lows correlationgo developin thelayersof MRUs separating
wordsandnon-linguisticperceptionaslearningtakesplace,
andthesecorrelationscan have more or lessof a linguistic
character Secondthe modelis designedo dealwith rela-
tional knowledge.Languagewsary morein theway in which



they expressrelationalinformationthanin the way they ex-

pressinformationaboutobjects,soit is morelikely that ef-

fectsof languagewill be foundin relationalwords(Gentner
& Boroditsky, 1998)While we do not modeltheseproperties
of relationwords, they arguefor focusingon relationwords
asa possiblesite of relatiistic effects,and modelingthese
effectswould requirea systemcapableof handlingrelations.
In particular a model mustbe ableto learnrelational cor-

relations (Gassef& Colunga,1998). Third, the modelcan
be “run” in boththe “comprehensionandthe “production”

directions,allowing for the possibility of mutual effects of

languageandperceptioron oneanother

Experiments
Thethreesimulationswe describeherewerebasedon a set
of pre-definectorrelationsamongnon-linguisticdimensions
and correlationsbetweenthe non-linguisticdimensionsand
words. Thereweretwo non-linguisticdimensionsandrela-
tions within eachdimensioncorrelatedwith relationswithin
the other Thatis, a pair of objectswith particularvalueson
onedimensiontendedto have particularvalueson the other
Therelationalcorrelationsareshavn in Figure2a.
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Figure2: Correlationsusedin experiments.A, B, C andD repre-
sentpossiblemicro-relationsdetweerfeatureson Dimensionsl and
2. (a) Themicro-relationsareassociatedavith eachotheracrosghe
dimensionsn thetwo clustersshavn. (b) Possiblepairingsof rela-
tionson the two dimensionsareassociatedvith oneor the otherof
two words. In the Easylanguagethe words agreewith the non-
linguistic correlations;in the Hard language the words correlate
only with micro-relationson Dimensionl.

We definedtwo “languages, an Easy language,which
agreeswith the non-linguisticcorrelationsanda Hard lan-
guage,which disagreesvith the non-linguisticcorrelations,
asshawvn in Figure2b. Eachlanguageconsistsof two rela-
tional words. For the Easy language the cateyoriesin the
world agreewith the cateyoriespromotedby thewords. That
is, eachof thetwo correlationaklustersexistingin theworld
is associatedvith oneof the wordsin the language.For the
Hard languagethewordscutacrosghetwo prelinguisticcor
relationalclustersin sucha way that the word describinga
pair of valuesalongthetwo dimensionss determinedy the
valuealongDimensionl only. For example,accordingo the
patternof correlationshetweendimensionsn Figure2, the
pairsof valueslabeledA-B andB-A shouldbein the same
catgyory but they areassignedo differentwordsin the Hard
languageThatis, thevaluealongDimension2 is not predic-
tive of thelinguistic category.

Thearchitectureof the networks usedin thesesimulations

is shovn in Figure3.
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Figure3: Network architectureMicro-objectunitsarerepresented
by squaresmicro-relationunitsby diamonds Arrowsindicatecom-
pleteconnectiity betweerlayers.EachHiddenMRU is associated
with a pair of PerceptuaDimensionMOUs. A possiblepattern
acrosghe network is shavn. Darknessndicatesactivation, andar-
row directionindicatesrelative phaseangle.

Thenetworksaretrainedandtestedon two differenttasks.
For Non-linguistic Pattern Completion, they arepresented
with a patternon one of the PerceptuaDimensionsand ex-
pectedto producean appropriatepatternon the other (Note
thattherearealwaystwo possibilitiesfor theappropriatepat-
tern.) The network canlearnto solve thistaskusingthe con-
nectiongoining the PerceptuaDimensionandHiddenRela-
tion layersor the connectiondbetweerthe two HiddenRela-
tion layers.For Production, the networksarepresentedvith
a patternon the PerceptuaDimensionsandexpectedto out-
putaword.

Experiment 1 - Difficulty of languages

Thegoalof this experimentis to seehow the differentcorre-
lationalpatterndothbetweerdimensionsandwith thewords
affect the difficulty of learningthe two languages.The net-
works were first trainedin a Pre-linguisticPhaseon Non-
linguistic PatternCompletionalonefor 30 repetitionsof the
relevanttraining patterngepochs)Next, duringa Linguistic
PhasePatternCompletiontrainingwasdiscontinuedandthe
networks weretrainedon Productionfor sezen epochs.We
predictthatthe Easylanguagewill belearnedfasterthanthe
Hardlanguagealuringthe Productionphaseébecaus¢he Easy
languagecateyoriesagreedvith thenon-linguisticcateyories.
DuringthePre-linguisticPhasethe networksmasteredhe
PatternCompletiontaskby learningweightsbetweerthetwo
Hidden layers representinghe non-linguistic correlations.
Resultgor the Linguistic Phaseareshown in Figure4.
Thedataweresubmittedo a2(Language} 7(Epoch)nal-
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Figure4: Resultsfor Experimentl. The Hard languages harder
to learnthanthe Easylanguage.

ysisof variancefor a mixeddesign.This analysisrevealeda
main effect of epoch,indicatingthatthe networks get better
asthey receve moretraining. Moreimportantly aspredicted,
thereis amaineffectof languaggp < .001). Thus,theEasy
languagsds learnedfasterthanthe Hard languagealthough
by the endof thetrainingthe two networks have comparable
performance.No interactionsbetweenlanguageand epoch
werefound.

Theresultsmake sensefor two reasons.Giventhe corre-
lationsbetweenhe PerceptuaDimensionsandthe two lan-
guagesituationsanetwork learningthe Easylanguagecould
chooseto attendto Dimension1, to Dimension2, to both
dimensionor evento differentdimensiondor differentval-
uesalongthe dimensions.n contrastto learnthe Hard lan-
guagethe network needdo attendto Dimensionl and ignore
Dimension2. Sincethe spaceof possiblegoodsolutionsis
largerfor the Easythanfor the Hard languagethe wordsin
theHard languagédo beharderto learnthanthewordsin the
Easy language.

A secondreasonfor the easeof the Easylanguagecon-
cernstheeffectof thenon-linguisticcorrelationonlanguage
learning.In the caseof the Easylanguagelearningtheright
associatiorbetweerone perceptualnput andits correspond-
ing word shouldimprove the chance®f producingthe right
word for the otherinstancesof that word. This is because
of the previously existing correlations. At the beginning of
Productiontraining, any association®etweena Hiddenunit
andthe Word layer indirectly affect the other Hidden units
involvedin non-linguisticclusterswith that Hiddenunit. In
the caseof the Easylanguagethecorrelationshelpsincelin-
guisticandnon-linguisticcateyoriesagree;in the caseof the
Hardlanguagethecorrelationdail to helpsolve the Produc-
tion task.

Thisexperimentdemonstratedow wordscandifferin ease
of learningto the extent that they agreewith non-linguistic
catgyories. Thatis, given a particularsetof perceptuadi-
mensionsfor example,the setof dimensionghatis learned
relatively early becauseof its salienceor importanceto the
child, wordswill differ in the degreeto which thosedimen-
sionsdefinethem.And this differencewill leadto differences
in easeof learning. The comparisorholdswithin languages

aswell asacrosslanguages.If this is true, this would ex-

plain the facilitatedlearningof instrumentverbsover other
verbs. The instrumenttogetherwith the actionform a tight

correlationaktlusterthatis likely to bethereprelinguistically

In contrast,for a more abstractverb, for example,enter, a

child would have to concentrat®n the onething thatmatters
(path)andignorethe otheraspectof the situationto which

the word applies. This is also consistentwith findingsthat

in Tzeltal,a Mayanlanguagewith anapparentl}complicated
systemfor expressingspatialrelations,context-specificspa-
tial relationwordsarelearnedearlierthanthe moreabstract
spatialprepositiongBrown, 1994).

Experiment 2 - Highlighting dimensions

The goal of the secondsimulationis to verify that the net-
works trainedon the Hard languagedo in fact pay moreat-
tentionto therelevantthanto theirrelevantdimension.To test
this we presentedhetrainednetworkswith novel perceptual
input patterns. We predictthat the networks trainedon the
Hardlanguagewvill producehewordwhichis consistentith
therelevantdimension(Dimensionl), while thosetrainedon
the Easylanguageshouldshov no suchpreference.For ex-
ample,in Figure2, if thenetwork is giventhevaluesfor A in
Dim1 andC in Dim1, the networkstrainedon the Hard lan-
guageshouldtendto outputWord 1, becaus@nly the pattern
on Dim1 (A) counts.In the samesituationnetworkstrained
onthe Easylanguagecould outputeitherWord 1 (consistent
with AA andAB) or Word 2 (consistentvith CC or DC).

Networkswerefirst trainedin thePre-linguisticPhasethen
in theLinguisticPhasdor 7 epochf trainingonthe Produc-
tion patterns We wereonly concernedvith the performance
following this training. To comparethe performanceof the
networks, we subtractedhe numberof wordsagreeingwith
Dimension2 from the numberof words agreeingwith Di-
mensionl. Thusa positive resultindicatesa preferenceor
Dimensionl, a negative resulta preferencdor Dimension2.

Theresultsareshavn in Figure5. A T-testrevealedthat,
asexpectedthe networks trainedon the Easylanguagehad
a differentpreferencepatternfrom thosetrainedon the Hard
languageIn fact,the networkstrainedon the Easylanguage
shaved no preferencefor either word while the networks
trainedonthe Hardlanguageshoveda significantpreference
for thewordsconsistentvith Dimensionl.

Experiment 3 - Effect of languageon non-linguistic
categories

The goalof Experiment3 is to determinewvhetherthe differ-
encein the two languagesanhave an effect on the way in
which the network learnsthe correlationsbetweenthe Per
ceptualDimensions. During pre-linguistictraining in Ex-
perimentsl and?2, the networks readily learnedthe weights
on the connectiongoining the two Hiddenlayersrepresent-
ing thesecorrelations. Sinceeachhiddenunit is associated
with apair of valuesalongoneof thePerceptuaDimensions,
theseweightsare easily interpreted. Pre-linguistictraining
resultsin positive weightson eachof the connectiongoining
Hidden-layeMRUsrepresentingairsof perceptuafeatures
which correlateand negative weightson the other connec-
tions. As canbe seenfrom Figure 6a, thereareeightcorre-
lating pairs; henceeight of the weightsjoining the Hidden
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Figure5: Resultsfor Experiment2. The networks trainedon the
Hardlanguageaespondeavith the word consistentvith Dimension
1 97% of the time, while networks trainedon the Easylanguage
shavedno preference.

layersarepositive, while theothereightweightsarenegative.
For example theweightontheconnectiorjoining thehidden
unitsrepresentingh on Dimensionl andB on Dimension2
is positive, while the weightfor A on Dimensionl andC on
Dimension2 is negative.

In Experiment3, ratherthantraining the networks on the
Non-Linguistic Pattern Completiontask before training on
the Productiontask,we trainedthemon the two taskssimul-
taneoushby alternatingoetweerthetwo tasks.

For the Hard network, the two tasksmustbe solved using
completelydifferentweights. To learnto producethe cor-
rect word, the network mustrely on the connectiondrom
the Dimensionl Hiddenlayerto the Wordslayer. To learn
to performthe PatternCompletiontask, it needso learnthe
inter-Hidden-layercorrelationweights.

For the Easynetwork, on the otherhand,becauséhe lin-
guistic and non-linguistic correlationsagree,the two tasks
canmake useof thesameweights.In particular therearetwo
waysin which the network could learnto solve the Pattern
Completiontask. It couldmake useof theinter-Hidden-layer
correlationweights,aswe expectin the Hardnetwork. Alter-
nately it couldrely ontheHidden-to-Wbrdsconnectionsyis-
ing theword asa bridgebetweerthe two dimensionsThese
two pathsareshown in Figure6. Becausdhe Easynetwork
can perform the Pattern Completiontask without the inter-
Hidden-layemveightsif it hasthe Hidden-to-Wbrdsweights,
andbecausé needgheHidden-to-Wrdsweightsanywayto
solve the Productiontask, we predictthe inter-Hidden-layer
correlationweightswill be smallerin the Easythanin the
Hard network.

We trained 10 networks eachon the Easyand Hard set
of patterns,alternatingProductionand Pattern Completion
tasks.For this experimentwe areinterestednly in theinter
Hidden-layemweightsthatresultedduringtraining, notin the
performancef the networks on the tasks. After four epochs
of training, we comparedhe correlationweightsfor the A
andB input patternsthatis, the A-A, A-B, B-A, andB-B
inter-Hidden-layemweights,for the EasyandHard networks.
As we expectedtheweightsin the Hardnetwork weresignif-

icantlylarger(p < .02) thantheweightsin the Easynetwork.
This shavs thatthe natureof thelinguistic cateyoriescandi-
rectly influencethe weightsrepresentinghe non-linguistic
correlations.

In this experimentwe shaved how the kind of language
being learnedcan affect the way the sameinformation is
learned. More importantly the sametask was solved with
or without linguistic knowledge dependingon the correla-
tion patternsbetweenthe wordsandthe world. This points
out aflaw in one of the mostfrequentcomplaintsaboutrel-
ativism experimentspnamelythatwheneer a cross-linguistic
differencds found,thetaskis declaredo belinguisticin na-
ture. In our illustration, both networks solve the sametask
using different partsof the architecture. Therewas no be-
havioral differencebetweerthe two networksin eitherof the
two tasksthey weretrainedon andyettheir representationf
theknowledgenecessaryo solve thetaskswasdifferent.We
think this is a direct effect of the structureof the languages
being learnedby the networks on cognition. This suggests
thatit is notthetask thatmakesthe procesdinguistic or non-
linguistic,andto a certainextent,thatit couldbethestructure
of thelanguagehatdoes. The factthatwe found no beha-
ioral differencegeflectingthe weight differencesn the net-
works shouldnot be discouraging.Brain scanstudiescould
be performedon peopleto look for effectsanalogoudo the
weightdifferencesn the networks. Also, preliminaryresults
shav languageeffectsduringthe courseof learningsuggest-
ing thatthatis a goodplaceto startlooking for evidencefor
relativism.
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Figure6: Two pathsfor performingNon-LinguisticPatternCom-
pletion. (a) Thenetwork useghebetween-Hidden-lay@onnections
representinghe correlationsbetweenthe PerceptuaDimensions.
Thisis possiblewith boththe EasyandHardnetworks. (b) Thenet-
work usesthe Hidden-to-Wrds connections.This is possibleonly
with the EasyNetwork.

Conclusions

In this paperwe have arguedthatlinguistic relativity canbe
beststudiedn termsof thecorrelationdbetweerdifferentper
ceptualdimensionsthe correlationshetweeninguistic cate-
goriesandperceptuatlimensionsandthewayin whichthese
correlationsinteractduring the learningof languageand of



non-linguistictasks. We focusedon threespecificrelativis-

tic effectsandshaved how eachof thesecouldbe simulated
with a simple neural-netwrk modelof word learning. We

believe that sucha modelis crucial to the relativity debate.
Without an explicit accountof how the learningof linguistic

and non-linguistic categoriesdependson differentkinds of

correlationsjt will remainunclearpreciselywhat linguistic

relativity might meanfor cognition.
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