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Most languages of the world are taken to result from a combi-
nation of a vertical transmission process from older to younger 
generations of speakers or signers and (mostly) gradual 
changes that accumulate over time. In contrast, creole lan-
guages emerge within a few generations out of highly multi-
lingual societies in situations where no common first language 
is available for communication (as, for instance, in plantations 
related to the Atlantic slave trade). Strikingly, creoles share 
a number of linguistic features (the ‘creole profile’), which 
is at odds with the striking linguistic diversity displayed by 
non-creole languages1–4. These common features have been 
explained as reflecting a hardwired default state of the pos-
sible grammars that can be learned by humans1, as straight-
forward solutions to cope with the pressure for efficient and 
successful communication5 or as the byproduct of an impover-
ished transmission process6. Despite their differences, these 
proposals agree that creoles emerge from a very limited and 
basic communication system (a pidgin) that only later in time 
develops the characteristics of a natural language, potentially 
by innovating linguistic structure. Here we analyse 48 creole 
languages and 111 non-creole languages from all continents 
and conclude that the similarities (and differences) between 
creoles can be explained by genealogical and contact pro-
cesses7,8, as with non-creole languages, with the difference 
that creoles have more than one language in their ancestry. 
While a creole profile can be detected statistically, this stems 
from an over-representation of Western European and West 
African languages in their context of emergence. Our find-
ings call into question the existence of a pidgin stage in creole 
development and of creole-specific innovations. In general, 
given their extreme conditions of emergence, they lend sup-
port to the idea that language learning and transmission are 
remarkably resilient processes.

The past 50 years of research on the languages of the world 
have revealed an impressive breadth of linguistic structures.  
A host of new linguistic features—such as the labiodental flap  
or object–subject–verb basic word order—have been described 
and exceptions to many patterns previously thought to be uni-
versal have been found9. Concurrently, a better grasp of linguistic 
diversity has brought a more precise understanding of the dis-
tributions and diachronic development of the over 7,000 extant  
languages. Everything else being equal, some linguistic features 
(or associations between linguistic features) are considerably 
more frequent than others, such as the overwhelming preference 
for languages with verb–object order to possess prepositions10 or 
the bias towards certain sound–meaning associations as reflected 
in the vocabulary11.

In this scenario of broad linguistic diversity with salient statistical 
tendencies, language structures are not randomly distributed, but 
they form more or less coherent groups. The most important source 
of similarity between languages is sharing a common ancestor: for 
instance, Persian, English, Russian, Hindi and Albanian share some 
features because they all descend from a language that was spoken 
between 5,000 and 9,000 years ago. Additionally, areal contact usu-
ally leads to similarities, as is the case with the languages spoken 
in Mesoamerica and South East Asia. In addition to these histori-
cal and areal factors, otherwise unrelated languages may resemble 
each other due to shared pressures acting on them. For instance, 
languages with larger populations tend to have simpler morphology, 
presumably due to the larger number of non-native speakers12,13, 
and languages spoken in dry and cold areas are unlikely to develop 
or maintain tonal systems, which require a precise pitch production 
hindered by the effects of the environment on the larynx14,15.

In general, the coincidence of specific linguistic features with 
extra-linguistic factors (such as shared history or area, demography or 
ecology) has served as both an empirical test and a discovery proce-
dure for the forces that shape the distribution of language structures.

There is a peculiar set of languages scattered over all continents 
that originated under conditions which differ substantially from the 
regular processes of language transmission and learning: the creole 
languages. Normally, new generations acquire their first words and 
grammatical patterns at a young age from older generations, who 
acquired very similar words and grammars from the generations 
preceding them. In contrast, creole languages emerge within the 
course of a few generations—so that they may differ considerably 
from one generation to another—partially as a complex mixture of 
(potentially very diverse) languages, some of which may also have 
been learned natively at the same time. Crucially, a large number 
of studies have suggested that in parallel to these common socio-
cultural settings creole languages share structural properties as well.

Creole languages have emerged as the result of intense language 
contact situations, prototypically (but not exclusively) as the out-
come of multilingual and multiethnic plantation societies following 
European colonial expansion since the 16th century, when slaves or 
indentured labourers indigenous to Africa, Asia or the Pacific worked 
for European colonists. The ancestry of creole languages has multiple 
sources and is traditionally divided between lexifiers and substrates. 
The lexifiers are the languages that contributed the bulk of their 
words and they are usually colonial dialectal varieties of Western 
European languages, such as Portuguese, French and English. The 
substrate languages are those that were spoken by the slaves or 
labourers and carried over—often from Africa and the Pacific—to 
the new overseas settlements. However, the ancestry of creoles can be 
more diverse, with instances of Arabic and Malay acting as lexifiers, 
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and substrates originating from Australian Aboriginal languages or 
Austronesian languages from the South Pacific.

It has been claimed that creole languages share similar or identi-
cal linguistic features that distinguish them from non-creole lan-
guages: Daval-Markussen16 reviewed over two dozen such features, 
including the presence of multiple negation and subject–verb–
object (SVO) word order and the absence of relative pronouns, 
tones and gender systems. In contrast, others (for example, ref. 17) 
argue that most studied creoles have very similar ancestry (mostly 
Western European and Macro-Sudan languages), which could 
explain the shared features8. The specific role of ancestry in creole 
genesis, however, is debatable.

The relexification hypothesis suggests that many creole lan-
guages have substrate grammars coated with a vocabulary from 
the lexifier18,19. Speakers of substrate languages had very limited 
access to the lexifier and, as a consequence, adopted the words of 
the lexifier but kept the original grammars. Other less radical sub-
strate models highlight the role of transfer in second language use of 
functional and grammatical categories of the dominant (substrate) 
languages spoken by the slaves or indentured labourers into the 
nascent creoles20.

Some have argued that creoles are regular offspring of their 
lexifiers with some influence from their substrates, similar to the 
Romance languages in relation to Latin21. One such theory places 
weight on the disproportionate influence of the original population 
of speakers of the lexifier and substrate languages, which is referred 
to as the ‘founder principle’7,22. Due to largely uninterrupted lan-
guage transmission in the early phases of colonial societies, the non-
standard varieties of European languages of the first settlers would 
have been learned by the first groups of slaves and thus preserved 
as the basis for the nascent creoles. The success of the plantations 
increased the need for manpower, and soon the Europeans (and 
the first slaves) were outnumbered. This complicated access to the 
colonial language varieties for newcomers and thus successive gen-
erations shaped the language according to the linguistic features 
they brought in from the substrates, as the founder population had 
shaped the bulk of the grammar. While the special circumstances 
of creoles might have accelerated the pace of language change, the 
general processes they undergo are common to a large number of 
(non-creole) languages.

In opposition to these ideas, some researchers hold that the 
features that distinguish creoles from non-creoles are not derived 
from their genealogy directly, but are instead the product of the 
extreme sociolinguistic conditions underlying their emergence—
collectively, these proposals can be referred to as the creole profile 
hypothesis. The creole profile hypothesis postulates the existence of 
a transmission bottleneck, resulting in pidgins as precursor stages of 
the new languages. Pidgins are restricted codes of communication 
with an extremely limited lexicon and grammar that do not have 
any native speakers. As such, they represent a radical simplification 
of the ancestral languages.

Several competing theories have attempted to describe and 
explain the mechanisms that produce such profiles out of pidgins, 
focusing on different aspects of the transmission, acquisition pro-
cess and/or cultural setup of creole emergence. Bickerton1 suggested 
that pidgins, when passed on to newer generations, are enriched 
with the full expressive machinery of any other natural language by 
means of a genetic blueprint characteristic of our species, thus giv-
ing rise to the observed commonalities. The creole profile might 
correspond to some kind of ‘default’ configuration for languages, a 
presumed window into the dawn of language.

Other researchers have proposed that the creole profile might 
arise from pidgins as transparent, economical or optimal solutions 
to achieve efficient and successful communication2–5,16. The trans-
mission bottleneck thus appears as an opportunity for languages to 
make do without unnecessary or irregular material.

Finally, others have pointed to the very nature of the trans-
mission bottleneck as being responsible for the creole profile. 
Everything else being equal, a given aspect of a language is consid-
ered more complex than the counterpart of another if it involves 
more distinctions in a paradigm (for example, French uses dif-
ferent pronouns depending on whether the referent is singular or 
plural, whereas Burmese does not) or more elements (for example, 
Arabic has eleven basic colour terms, whereas Murrinh-Patha has 
three). Good6,23 argues that the transmission bottleneck will lead 
to a paradigmatic rather than syntagmatic reduction in complex-
ity: while the successful transmission of a paradigm—such as the 
different pronouns of a language or a tonal system—involves the 
individual transmission of each of its members or generating rules 
(which translates into a prolonged exposure to the ancestry), lexical 
items—or even some constructions—can, in principle, be passed on 
in a single instance.

However, these ideas and proposals on the existence and nature 
of the creole profile are limited in a number of ways.

First, most creoles emerged within a very short amount of 
time—a few generations—and their early stages are generally 
poorly documented. In practice this entails that, apart from a few 
exceptions24, the properties and distribution of the ancestral lan-
guages that gave rise to a creole are not always well known, and 
when they are known, we often do not have access to appropri-
ate descriptions of those language varieties. Slaves and indentured 
labourers involved in the creation of creoles had diverse geo-
graphical and linguistic origins: only in the West Indies could one 
find speakers of East Asian, Pacific, Western European and Native 
American languages. As for the European languages involved, the 
varieties that contributed to the genesis of creole languages were 
not standard varieties but non-standard dialects that sometimes 
diverged in important ways. This has led to what is referred to as 
the ‘cafeteria principle’25: those who support the notion that cre-
oles inherit their structure from their ancestry could, in principle, 
find a language or a specific language variety (among the many 
substrates and European non-standard ones involved) fitting the 
feature under discussion. This complex picture of the ancestry of 
creoles (and the diversity among those languages) calls into ques-
tion evaluations of the creole profile based on identifying a single 
lexifier or substrate for each creole26.

Second, researchers have used diverse and not necessarily 
comparable data to sustain their claims, which has led to the puz-
zling situation that, while many authors of contrasting theoretical 
stances agree on the existence of a distinctive creole profile, they 
base their arguments on non-overlapping sets of linguistic features 
and languages16. Importantly, the large majority of these com-
parisons involved only a relatively small number of languages and 
almost exclusively creoles coming from an extremely narrow set  
of ancestors, namely West African substrates and Western 
European lexifiers.

Third, given the many possible dimensions of linguistic 
description—as a reference, the World Atlas of Language Structures 
(WALS; ref. 27) comprises 142 features—there has not been an 
attempt to evaluate statistically the likelihood of any arbitrary set 
of languages sharing a number of features by chance given a fixed 
number to choose from. Without this assessment, and given the 
fact that some of the claims rely on as few as three distinctive fea-
tures, it is impossible to evaluate how strong the case is from a 
statistical point of view.

Fourth, considerable attention has been paid to the alleged lack 
of inflectional marking as one ingredient feature of the typologi-
cal profile of creoles, which presumably makes them a distinct class 
of languages synchronically2,4,16,28. Critically, such claims rely on 
the notion of word as an orthographic unit in deciding whether a 
morpheme is a separate word or an affix16,29,30, but conventions on 
orthographic words do not entail any necessary morphosyntactic 
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or phonological properties31,32. Therefore, any meaningful compari-
son between creoles and non-creoles should take these reservations  
into account.

All of these circumstances compromise the validity of general 
claims on the creole profile. Here, we make explicit the mini-
mum requirements for such a test to be empirically sound and we  
formalize the proposals of the creole profile in a more statistically 
explicit manner.

First, it is crucial to distinguish two arguments in the creole pro-
file hypothesis: (1) there are structural commonalities that distin-
guish creole languages from the rest of the languages in the world 
and (2) those commonalities are not due to regular genealogical or 
contact transmission from their ancestral languages. It should be 
noted that most language families and areas naturally satisfy the 
first requirement. Most European languages, for instance, have a 
number of features that are cross-linguistically rare—such as the 
use of case-bearing pronouns to mark subject relative clauses33—but 
their widespread presence within the continent does not require an 
explanation beyond regular language transmission.

As for the empirical test of the creole profile hypothesis, creole 
data should be as extensive as possible and readily comparable 
with non-creole languages. Ideally, the features should reflect 
variables of wide typological interest to avoid or reduce the bias 
of features being pre-selected due to their perceived similarity 
across creoles34. Given the goal of detecting creole-wide prop-
erties regardless of their ancestry, features for which a case for 
a genealogical origin can be made should be removed from  
the evaluation.

Regarding the actual model of the creole profile, it is possible to 
distinguish two instantiations in the literature: the rule-based pro-
file and the probabilistic profile. The rule-based profile consists of a 
fixed template of a few feature values (for example, “no tense-aspect 
inflection +  indefinite article equal to numeral one +  negation 
expressed through particle +  predicative possession expressed with 
a have verb”16) that is associated with all or most creoles but is unat-
tested or vanishingly rare in non-creole languages. The probabilistic 
profile is instead expressed as non-deterministic biases of creoles 
towards certain feature values (in contrast with non-creoles), usu-
ally involving a large number of features. Under this view, creoles 
stand out from the other languages as having general tendencies 
towards certain properties (for example, they tend to display a 
smaller number of distinctions in multiple domains, such as mor-
phology and phonology2,3,6,23).

Considering these requirements, we used the largest pub-
lished dataset on the structure of creole languages, the Atlas 
of Pidgin and Creole Language Structures (APiCS; refs 35,36) for 
the present study. This database shares a number of typological  
features that can be compared with another large database of 
languages, the WALS27. This set of common features comprises 
mostly properties of nominal and verbal phrases, word order 
patterns and clausal syntax.

As mentioned above, in most cases, comparing creoles with their 
direct lexifiers or substrates is difficult or even impossible. However, 
for each creole it is possible to determine the broad sources of its 
ancestry. The largest ancestry groups contributing to the cre-
oles in our sample were the Romance and Germanic subfamilies 
(for the lexifiers) and the Macro-Sudan belt (within which many 
grammatical features are shared across several different language 
families37) and the Austronesian family (for the substrates). As an 
example, while looking at the relative order of the possessor (Gen) 
with respect to its possessed noun (N) in relation to the lexifier 
genealogy (Table 1), we found a clear tendency: creoles lexified by 
Romance languages are prone to exhibit NGen order, whereas those 
lexified by Germanic languages display GenN or no dominance of a 
particular order (which in this case coincides with the characteris-
tics of the lexifier languages as well).

Using this information, we evaluated whether each of the fea-
tures in the APiCS is associated with substrate or lexifier ancestry 
groups (see Methods and Supplementary Table 4). A conservative 
independence test (which minimizes false positives) was used to 
find those features for which our data showed the clearest cases of 
dependency between creoles and their ancestry. Complementarily, 
an anti-conservative test (which minimizes false negatives) was per-
formed for the sake of detecting features for which our data did not 
reveal any dependency between them.

Applying these evaluations, approximately half of all features 
were found to be associated with ancestry through the conserva-
tive test and a similar number of features were found not to be  
associated with ancestry in the anti-conservative test (see 
Supplementary Table 4).

Testing the creole profile requires a comparison group. We chose 
a balanced sample from the WALS that was intended to approximate 
the world’s linguistic diversity. None of the languages of that sample 
had been shown to be creoles—although there had been arguments 
for Chamorro38 and Hmong Njua39—and they all belonged to dif-
ferent linguistic genera (groups of languages that descend from a 
common ancestor of roughly comparable time depth27) and varied 
linguistic areas. Considering only the features and languages with 
enough coverage in both the APiCS and the WALS, we ended up 
with a set of 48 creole languages (with less than 2% of missing data), 
a balanced sample of 111 non-creole languages (with an average of 
14% of missing data) and 41 shared features (see Supplementary 
Fig. 1 and Supplementary Materials for details).

The rule-based profile was evaluated using an efficient data 
mining algorithm40. Concretely, for rules comprising one to  
four features, we mined the best rules according to their clas-
sification efficiency by means of F scores, which combined pre-
cision (that is, the fraction of times that a rule was associated 
with a creole rather than non-creole languages) and recall (that 
is, the fraction of creoles that complied with the rule) in a single 
measure. This method required the imputation of missing data 
(see Methods).

To determine whether these results were statistically distinguish-
able from finding features that separated any two arbitrary sets 
of languages in our data, we compared the output of the previous 
algorithm against a baseline resulting from permuting the cre-
ole versus non-creole labels while keeping the feature values con-
stant. Informally, this corresponded to dividing the data into two 
arbitrary groups of the same size as the creole and the non-creole 
groups in the original data and running the same analysis as before. 
We repeated this procedure 50 times for each of 30 imputations of  
the original data.

In addition to testing the creole profile with the full feature set 
(‘full dataset’) for both the rule-based and probabilistic profile, we 
repeated the analyses using only those features for which no ances-
try dependency could be established through the anti-conservative 
independence test (‘reduced dataset’).

With these specifications, the rule-based profile model was 
able to discriminate efficiently between creoles and non-creoles 
with both the full and reduced dataset, with only a slight decrease 

Table 1 | Number of creole languages for the order of possessor 
(Gen) and possessed noun (N) according to the broad ancestry 
group of their lexifier

Germanic  
lexifier

romance  
lexifier

other

GenN 13 3 1

NGen 3 19 5

Both orders occur and none is dominant 8 1 0
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of classification quality in the reduced dataset (see Fig.  1 and 
Supplementary Table 3).

A closer inspection of the best rules inferred in the rule-based 
profile revealed some coincidence with previous claims (such as the 
SVO word order, expression of negation through a negative particle 
and predicate possession through a ‘have’ verb), but in general they 
constituted fairly common typological properties (see Table 2).

The probabilistic creole profile was approached through a stan-
dard machine-learning technique based on ensembles of condi-
tional inference trees (see Methods). Conditional inference trees 
begin by finding the feature value that is better associated with cre-
ole languages, such that languages that have it are more likely to 
be creoles than those that do not (in a statistically significant way). 
Then, the data are partitioned in two halves (languages that have the 
feature value and languages that lack it) and each half is analysed in 
the same way until the algorithm does not find any variable that is 
associated with creole languages.

The same baseline comparison as with the rule-based profile was 
applied: the labels were randomized 500 times and the results compared.

As expected—given the flexibility of the probabilistic creole pro-
file—the results revealed an even sharper discrimination between 
creoles and non-creoles (see Table 3), with randomizations of the 
dataset mostly producing no relevant features associated with the 
creole versus non-creole distinction, leading the algorithm to adopt 
the simplest classification strategy (classification of all languages as 
non-creoles, since this is the most frequent group).

Detecting dependency between feature values and ancestry relies 
on the existence of variation structured according to the lexifier and 
substrate groups, which implies that features without variation or 
with considerable variation within the groups yield false negatives. 
For instance, the overwhelming majority of lexifiers relevant to 
our sample of creoles were prepositional languages, so even if this 
characteristic were faithfully transmitted from lexifiers to creoles, 
our test would not have been able to detect a statistical association 
between the ancestry groups and the corresponding creoles.

Heuristically, we found this to be true for most of the features 
in the reduced dataset (see Supplementary Table 6 for a summary 
of the distribution of these features). This opened the door to the 

Table 2 | Best rule-based creole profile rules according to F1 involving one to four variables for both full and reduced sets of features

Full reduced

One variable Obligatory pronoun in subject position (0.6) Have-possessive (0.67)

Two variables Negative particle Prepositions

No applicative constructions (0.37) Have-possessive (0.9)

Three variables SVO order Have-possessive

Have-possessive Negative particle

Negative particle (0.5) No applicative constructions (0.57)

Four variables SVO order Noun-relative order

Have-possessive Have-possessive

Negative particle Negative particle

No applicative constructions (0.7) No applicative constructions (0.63)
The numbers in brackets indicate the fractions of imputed datasets where the rule was inferred.
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Fig. 1 | Classification under the rule-based creole profile for the full and reduced datasets, with rules chosen by best F1 score. a, Full. b, Reduced. 
Distributions of the empirical (red) and randomized (blue) precision and recall for rule lengths involving between one and four variables. For rules of a 
length larger than 1, the majority of the rules obtained in the empirical data had better precision and recall values than the randomized controls, which 
supports the notion that creoles can be distinguished from non-creole languages.
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possibility that even the features we deemed independent were car-
rying an ancestry signal as well. This seemed to be coherent with 
some of the misclassified cases: some of the languages that were 
incorrectly identified as creoles were either among the set of ances-
tral languages or were similar to them (such as English or Yoruba), 
whereas some of the creoles with typological properties different 
from the majority of lexifiers and substrates (such as Angolar and 
Tayo) were classified as non-creoles (see Supplementary Table 5). 
In addition, the features of the reduced dataset did not constitute 
a consistent bundle in terms of any evident function or linguistic 
nature (see Supplementary Table  4), which could have warranted 
a genuine explanation in terms of creolization. Since the ancestry  
of creole languages usually comes from a few groups, distinguish-
ing them from a balanced sample of non-creole languages is as  
unsurprising as the fact that a set of languages related through gene-
alogy or area could be distinguished from other unrelated or less 
related languages.

Even under the limitations of our method for the assessment of 
ancestry dependency, some generalizations could be made about 
the regular ancestral source of some of the creole features (see 
Supplementary Table  3). Word order in creoles overwhelmingly 
patterns according to the lexifier20,41. It is possible to detect this as 
Romance and Germanic languages differ in some of these, such as 
the order of the genitive and adjective in relation to the noun. When 
there is no variation, creoles overwhelmingly follow the dominant 
pattern in the lexifiers (see Supplementary Table  6). Knowing the 
lexifier group improves the classification accuracy between 7 and 
20% (in relation to the baseline of choosing the most frequent order).

Substrate ancestry was seen to be related to a number of diverse 
features in our sample, most prominently the verbal domain, 
such as tense and aspect marking and argument marking (see 
Supplementary Table  3). For a number of features, a dependency 
with both lexifiers and substrates was detected, which might suggest 
that (at least in some domains) creoles can continue the linguistic 
structure from any of their ancestral languages. Importantly, the 
number of features that turned out to be associated with either side 
of the ancestry cannot be taken as proportional to their importance 
for the process of creole formation, given that the limitations in our 
tests might have been different for each group. This constraint might 
explain why other associations that are well-known in the literature 
(such as that of pronominal systems and substrate languages) did 
not emerge patently.

The strongest case for a truly innovated creole feature would 
come from a feature value that is homogenous across creoles but 
different across the board in their ancestry, but no feature satis-
fies this scenario. This does not necessarily preclude the existence 
of other features that are indeed the result of creolization, perhaps  
in areas not well covered by our data such as morphology2,16. 
However, our findings indicate that for the overwhelming major-
ity of features analysed there is always a way of showing that they 
vary with ancestry, that both ancestry and creoles overwhelmingly 

share one particular feature value (for example, prepositions) or that 
the ancestral groups are too diverse for our test to yield any defini-
tive conclusion. Thus, the majority of creole grammars have been 
transmitted—as in any other natural language—from their ancestry, 
either from their lexifiers and substrates or through later contact 
(since some of the creoles have coexisted with some of their ances-
tral languages; for example, Korlai42).

Complementarily, our analyses did not rule out the possibility 
that in specific cases creoles could develop a new structure away 
from their ancestry (as could happen in any other language), 
although this does not necessarily reflect any creole-specific ten-
dency. This is particularly important when one or a few innovated 
instances are put in relation to patterns that are otherwise well rep-
resented in the ancestry. The best-known case is the basic word 
order SVO (which is overwhelmingly present in creole lexifiers), 
which it has been argued emerged in Berbice Dutch in spite of its 
OV ancestral languages43. Since the transmission-from-ancestry 
account is sufficient to explain SVO in almost all attested creoles, 
a single well-established exceptional case (which incidentally might 
not be the case of Berbice Dutch44) provides no immediate support 
for the creoleness of the feature. Hence, claims that there is a special 
association between SVO and creole languages45–47 are unsupported.

These results call into question the idea of a transmission bottle-
neck and a pidgin phase in the history of the development of creoles 
that explains commonalities across creole languages. If, as we have 
shown, a substantial number of features are passed along from the 
ancestry to the creoles, positing an intermediate pidgin stage that 
would have considerably reduced and simplified the ancestry features 
does not seem to be plausible, since it would remain to be explained 
why creoles faithfully continue grammatical patterns—such as word 
orders, ditransitive constructions, subject relative clauses and indefi-
nite pronoun patterns—from their ancestral languages.

In general, why such a complex human behaviour can be suc-
cessfully transmitted even in the typical (intricate and multilingual)  
contact situations of creoles is still unclear. The remarkable effi-
ciency of the human species to learn and transmit language has 
been explained in a number of ways, such as the progressive adapta-
tion of language to the human brain48, an innate biological machin-
ery specialized for learning language49, sophisticated statistical and 
social learning strategies50 and the very nature of cultural evolution 
in which language is embedded51, among others. Either way, our 
results reflect the astonishing resilience of language transmission.

Methods
Data. Data on creole languages were extracted from the APiCS Online database35, 
which contains information on 76 contact languages (pidgins, creoles and mixed 
languages) and 130 structural features.

For non-creole languages, we used the WALS27. There are 48 shared features 
between the APiCS and the WALS, but some APiCS features can display, instead 
of a single feature value, a probability distribution over several values (for example, 
in Seychelles Creole, adjectives can precede or follow nouns with comparable 
frequency). To permit a comparison between the two databases, we mapped  
(for each creole) these probability distributions to their most frequent value 
whenever its probability equalled or exceeded two-thirds. Otherwise the value  
was marked as ‘mixed’.

A few languages from the APiCS database (Guadeloupean Creole, Batavia 
Creole, Cavite Chabacano, Cape Verdean Creole of Brava, San Andres Creole 
English, Cape Verdean Creole of Sao Vicente, Kikongo-Kituba, Zamboanga 
Chabacano, Mauritian Creole and Santome) were removed as there was a closely 
related variety or dialect already present, to avoid over-counting essentially the 
same language. After removing both languages and features with low coverage, we 
ended up with a set with 48 creole languages and a balanced sample of 111 non-
creole languages (see Supplementary Tables 1 and 2). Of the 48 shared features 
between the APiCS and the WALS, 41 had more than a 75% coverage in our sample 
and thus were retained for analysis. About 10% of the relevant feature values were 
missing in the aggregated data. Most of these come from the WALS set (which 
exhibited 14% of missing entries), whereas creoles from the APiCS had an  
almost perfect coverage, with less than 2% of missing data. Data imputation 
(required for the analysis of the rule-based creole profile) was performed through  
a non-parametric Bayesian model specialized for categorical data52.

Table 3 | Precision and recall values for the probabilistic creole 
profile model for both datasets (full or reduced), divided 
between the estimates for the actual data and the mean and  
s.d. obtained in the permuted datasets (rounded to the  
nearest tenth)

Dataset values Precision recall

Full Empirical 0.96 0.92

Permutations 0 ±  0.06 0 ±  0.01

Reduced Empirical 0.76 0.85

Permutations 0.01 ±  0.08 0 ±  0.02
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We chose the ancestry groups, in such a way that they (1) did not require 
strong assumptions about the specific ancestry of the language, (2) covered a 
sizeable number of creoles and (3) tended to have properties in common  
(due to genealogical or areal dependencies). The groups we chose were the 
Germanic and Romance subfamilies (for the lexifiers) and the Macro-Sudan area 
and the Austronesian family (for the substrates). To these, we added the group 
‘other’ for the creoles for which their lexifiers or substrates did not belong to the 
previously defined groups. All the decisions on ancestry were based on the APiCS 
chapters on those languages35.

Association tests. As association tests between ancestry groups and the values 
of the features under consideration we used simple Fisher’s exact tests. First, we 
obtained the P values of the relevant contingency tables comparing ancestry groups 
with feature values (as in Table 1) by approximating the baseline distribution 
through B =  10,000 Monte Carlo simulations. In the anti-conservative test, we used 
a conventional level of α =  0.05 for determining the statistical significance based on 
these P values. For the conservative test, to take into account the inflation of false 
positives due to multiple comparisons, we also considered the local false discovery 
rate of the previously obtained P values53 and we used α =  0.05 for the significance 
of these corrected values. The first tests were likely to overestimate the dependency 
between ancestry and feature values (due to the absence of a multiple comparisons 
correction), whereas the second tests not only controlled for that circumstance,  
but were known to be more conservative than the (tail) false discovery rate53.

Classification metrics. Recall is the fraction of all instances of the target  
group that have been correctly classified—in this case, the fraction of creole 
languages that are classified correctly as such. Precision, complementarity is the 
fraction of all instances of the target group that have been correctly classified  
over the total number of instances classified in that group—the fraction of  
creoles correctly classified over the total number of languages classified as creoles. 
F scores combine precision and recall through the parameter β in such a way that 
the larger β is, the smaller the relative importance of precision is. As a reference, 
β =  1 is the case in which both precision and recall are equally weighted and 
F1 =  (precision ×  recall)/(precision +  recall). Choosing an appropriate β depends on 
the problem at hand: for instance, when considering a classification method that 
detects a lethal disease, the consequences of poor recall (that is, not diagnosing 
someone who has the disease) are far more critical than the consequences of poor 
precision (that is, wrongly diagnosing someone as having the disease). For this 
reason, while we centre our analysis on F1, we also provide the results for F scores 
that count precision as being more important (β =  0.5) or less important (β =  2) 
than recall (see Supplementary Figs. 2 and 3).

Conditional inference forests. The fundamental idea behind conditional random 
trees (which are the building blocks of conditional random forests54) is that feature 
values that better and significantly discriminate between creoles and non-creoles 
are used to divide the data into two in a recursive fashion, thus partitioning the 
languages into smaller subsets that are subsequently more homogeneously creoles 
or non-creoles. By the end of this process, each of the languages belongs to one of 
these subsets and its probability of being classified as a creole is simply the ratio of 
creoles over the total number of languages within that subset. This is repeated for 
a number of subsets of the languages and features, and the individual results—the 
conditional inference trees—are aggregated to produce a unique assignment of 
each possible combination of features (that is, each possible language) to either the 
creole or the non-creole group, which constitute the conditional inference forest.

The specific implementation of the conditional inference forest used here 
followed Strobl and colleagues55 to guarantee that the number of levels a variable 
had did not influence its likelihood of being chosen; this also determined that 
about 60% of the data points (languages in our case) were sampled without 
replacement for every tree. We used 1,000 trees per forest. Apart from the main 
empirical classification, the comparison baseline was produced by randomizing 
the creole versus non-creole labels 500 times and evaluating the classificatory 
properties of random forests on each of the sets.

Code availability. The code that supports the findings of this study is available 
upon reasonable request from the corresponding author.

Data availability. The data that support the findings of this study are available 
upon reasonable request from the corresponding author.
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